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 Intermittent process has the characteristics of short response period, fast internal dynamic change, and interrelated 

variables. The transition period data is more complex, and the data characteristics change quickly. The traditional 

MPCA (Multivariate Principal Component Analysis) fault diagnosis method uses PCA (Principal Component 

Analysis) to reduce dimensionality, which not only does not save the distance information of data, but also has a 

limited scope of use. FD-KNN (Fault Detection based on kNN) can not reduce the dimension of data, which 

results in too much computation and increases the time of fault detection. Based on this and in this paper, a KNN 

(k-Nearest Neighbor Rule) transition time fault detection method based on random projection is introduced. In this 

method, the transition modal data is projected from high-dimensional space to low-dimensional space by a 

de-randomized JL (Johnson-Lindenstrauss) transformation, and the projection matrix is quickly generated when 

the distance between any two points is protected. Then the fault diagnosis is carried out by KNN method. The 

simulation results on machining data from machine tools show that the method improves the accuracy of fault 

diagnosis and enlarges the scope of fault diagnosis. 
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1.Introduction

The methods of fault diagnosis in the industry are endless, and 

multivariate statistical analysis and machine learning in data-driven 

methods have always been hot research objects. 

Multivariate statistical analysis uses the correlation between 

multiple variables collected by sensors to diagnose faults. Monitor 

based on whether online statistic exceeds the range of normal data 

established before. The commonly used multivariate statistical 

analysis methods have Principal Component Analysis(PCA), Partial 

Least Squares(PLS), Independent Component Analysis(ICA) and so 

on [1]. Bakshi introduced the wavelet transform into PCA and 

proposed the MPCA (Multiscale PCA, MsPCA) method [2]. Other 

methods for PCA extension include Adaptive Principal Component 

Analysis [3], Nonlinear Principal Component Analysis [4], etc. With 

the deepening of data analysis, the division and diagnosis methods 

of intermittent processes are also constantly improving. Yao [5] and 

Zhao et al. [6], hardening and softening the data separately and 

monitoring and quality prediction based on the intermittent 

characteristics of the time period. Although the PCA-based fault 

diagnosis method is simple, easy to calculate, and there is some 

result in fault detection, but it is difficult to clearly explain the cause 

of the fault [7], and the method needs to assume that the variable 

obeys the multivariate normal distribution. In the face of linearity 

and nonlinearity, Gaussian and non-Gaussian problems need to 

establish different models. A machine learning method can provide 

a good solution to this type of problem. 

The machine learning class approach is to treat the fault diagnosis 

problem as a classification problem. He et al. [8] proposed a fault 

detection algorithm based on k-nearest neighbor (KNN) to solve 

Gaussian non-Gaussian problem. Ma Hehe et al. [9] proposed a local 

outlier factor (LOF) method based on the Mahalanobis distance to 

detect faults, and realized the purpose of monitoring the multimodal 

process by establishing a single model. Guo Jinyu et al. [10] proposed 

a batch process KNN fault detection method based on online 

upgrade master sample modeling. Commonly used pattern 

classification methods are k-Nearest Neighbor Rule (KNN) [11-15], 

Artificial Neural Networks (ANN) [16-19], and Support Vector 

Machine (Support Vector Machine, SVM) [20] etc. can be used to 

solve diagnostic problems. Machine learning fault diagnosis is 

widely used because there is no requirement for data distribution, 

But in the face of industrial complexity, high dimensionality of data, 

computing power and storage space put forward higher 

requirements. There are many ways to control and diagnose, For 
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example, Time Delay Estimation-based Adaptive Sliding-Mode 

Control for Nonholonomic Mobile Robots[21], Fault Diagnosis of 

Analog Circuit based on Extreme Learning Machine[22], Finite Time 

Synergetic Control for Quadrotor UAV with Disturbance 

Compensation[23]. 

Actual industrial production is accompanied by environmental 

changes, material fluctuations, set point changes, instrument aging, 

operating mode switching, etc., resulting in the acquisition of data 

through multiple operating modes or working conditions, that is 

multi-time intermittent process. Lu et al. [24] proposed the 

multi-period batch process has a very valuable phenomenon: the 

potential variable correlation in the batch process does not change 

with time, but the segmentation is followed by the process operation 

process or the change of process mechanism characteristics. 

Multimodal processes with multi-center, variable non-Gaussian, 

nonlinear, etc. Fault detection for transition periods in multimodal 

processes is a more complex problem. Kosanovich et al. proposed 

in 1994 that production models with distinctly different correlations 

should establish different statistical models, so that the results will 

more accurately reflect the correlations and diagnostic results of 

different processes [25, 26]. For the transition period in multimodality, 

Tan et al. pointed out that its characteristics are not always in strict 

recursion, and there may be repetitions and exceptions sometime. 

The transitional modal data has many variables and complex 

changes. If the MPCA fault diagnosis method is used, it is necessary 

to establish a model for the parameter characteristics, not only does 

the universal diagnosis fail but also to achieve the desired effect. If 

the FD-KNN diagnostic method is used, the high-dimensional data 

characteristics increase the amount of calculation. Therefore, based 

on the characteristics of the transitional modal data, this paper 

replaces the traditional PCA dimensionality reduction with the 

random projection method on the basis of FD-KNN, and diagnoses 

the transition mode. This method has three advantages. (1) Simplify 

the modeling method and avoid nonlinear and non-Gaussian 

problems. (2) The amount of calculation is reduced by dimension 

reduction, and the fault diagnosis time is shortened. (3) Solving the 

problem of non-protection distance of PCA dimension reduction in 

transition mode, further mining the information of sampling data 

and improving the utilization of transition modal data. 

2. Transitional modal data characteristics 

The data in different stable states have different correlations, so it 

is necessary to establish different stable modal models.  Different 

transition modes also need to establish different models. The 

transition mode exists from the end of the previous stable mode to 

the beginning of the next stable mode. The data characteristics of 

transition modes are different from those of steady state data. In 

general, the process characteristics at each time point at the 

beginning of the transition are close to those of the previous mode. 

With the continuous transition process, the characteristics gradually 

shift to the latter mode of operation mode[27]. 

Monitoring of transient mode is a difficult point in the whole 

process monitoring. Shuai Tan and others pointed out that[28]in the 

transition mode, although the operational characteristics of the data 

usually change in real-time,  the normal transition period of the 

data changes have a more fixed trajectory. In other words, if the 

random disturbance is not considered, the variables will change 

regularly along a certain trend during the transition period. The 

relative change of variables in the same period is regular, which 

reveals the time-varying trend and characteristics of variables in the 

transition period. A trajectory with the best transition mode of AB is 

set as the model by statistical method. By comparing the transition 

mode of AB in real-time monitoring production with that of 

modeling, the transition mode of AB in the current time can be 

judged whether it is running under the normal trajectory. 

Transition modes of batch processes need to add a dimension 

(batch) to the two-dimensional (sampling points and variables). 

That is, ( )X I J k  , and its three-dimensional representation: 

batch (transition times i , process variables j , and the number of 

sampling points in a batch k ). 

Generally speaking, the transitional data have the following 

characteristics: (1) There are different modes in different periods, 

and the modes in different transitional periods are also very 

different. That is, multimodality. (2) Most variables are nonlinear 

and inconsistent with Gauss distribution. That is, the variability of 

data variables. (3) The transition data are relatively small, and the 

correlation between different transition intervals is quite different. 

But the transition modes of the same sub-period have certain rules. 

3. Comparison of diagnostic methods 

3.1MPCA diagnostic methods 

The MPCAmethod is the same as the PCAmodeling method, 

which is the extension of the PCAmethod. 

Firstly, the three-dimensional data is expanded by variable 

expansion method to form k  time slices ( )JIX k  ， and then the 

data is standardized. The standardized formula is as follows: 

( )1 2

-

, ,...,

k

n

X e q
X
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
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Where:𝑋𝑘 ∈ ℜ𝑛×𝑑 ,𝑛represents the number of samples in the 

𝑘th time slice, that is the number of sampling points 𝑖，𝑑 represents 

the number of measured variables 𝑖 n the 𝑘  th time slice, that is 

the number of sensors 𝑗. e  is a full rank matrix whose elements 

are all 1 ，  nqqqq ,...,, 21=  is the meanmatrix ，
( )ndiag  ,...,, 21  is the covariance matrix of kX . All of the X 

in the following are dimensionless standardized matrices. 

The two-dimensional data X  is analyzed by principal 

component analysis. First, the covariance is calculated. The 

covariance formula ofX is as follows: 

1

1

TS X X
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Eigenvalue solution for covariance matrix，the formula for solving 

eigenvalues is as follows: 

0

( ) 0

i

i i

I S

I S p





− =

− =
             

(3) 

The eigenvalues are arranged in descending order,

1 2 3 0n       ，eigenvalue eigenvector pairs can be 

obtained， 1 1 2 2),( , )...( , )n np p p  （ ， . Then CPV（ cumulative 

percent variance，CPV） is used to test the number of best principal 

components. The total contribution rate of the preceding A principal 

components can be expressed as: 
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Among them, A usually refers to the number of principal elements, 
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and ka  is the number of principal components of the k  time 

slice.  is the characteristic value arranged from large to 

small.Usually when the principal component information in CPV  

is greater than 85%. The model can represent the information 

contained in the matrix, and then achieve the optimal 

dimensionality reduction. 

At this point, the matrix X can decompose the two parts of the 

main element space and the residual space.That is: 

ETPEXX T +=+=
~

         (5) 

T XP=                (6) 
TTPX =

~
                

(7) 

Among them, E is the residual matrix, T is the principal score score 

matrix, and P is the load matrix. In general, the X  matrix can be 

decomposed into a combination of 
1 1 2 2 ...T T T

i iX t p t p t p= + +

and 1,2...i n= , where 1 2, ... it t t  is the score vector and 1 2, ... ip p p  

is the load matrix. Get the load matrix ( )k kP j a .,and
ka j 。 

The principle of MPCA  modeling is shown in Figure 1. 

Among them, ka  is the number of principal components of the 

k time slice. kX is the k time slice. 

k

j

XkTime slice matrix
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i
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Fig. 1Schematic diagram of MPCA modeling 

Similar to the method of PCA , MPCAdetermines the state 

of industrial production by determining the control limits and 

statistics of SPE and Hotelling 2T . 

2 1

, ,

T

k i k k iT t t−= 
            

(8)
 

Among them, ikt ,  represents the principal component variable of 

the i  batch of the k th time slice, and the diagonal matrix k  

consists of the first 
ka  eigenvalues of the time slice k  after 

normalization and covariance operation. 

SPE  Statistic is 

( )( ), , , , ,

T

k i k i k i k i k iSPE x x x x= − −
   

(9)
 

Among them, , . ,k i k i k iE x x= − 。 
2T Control line is 
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Among them, A is the number of  main components, ,, AIAF −  is 

F  distribution,   is a significant level. 
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Among them, km  and kv  are the mean and variance of SPE  

statistics at the k  sampling point. 

However,in dealing with non-linear non-Gaussian problems, we 

need to model, analyze the data, and match the model, which is 

relatively inefficient.  

3.2 FD-KNN method 

The traditional k-nearest neighbor rule is a classical pattern 

classification method, which can deal with multi-modal, non-linear, 

non-Gaussian problems in industrial processes. And because its 

algorithm is simple and practical, it has been widely used in many 

fields[29.30]. In the field of industrial process monitoring, KNN has 

also been used to deal with fault classification[31.32]. 

He et al. retained the idea that the distance between samples was 

used as the difference measure in KNN classification algorithm. 

According to the distribution characteristics of online data distance, 

KNN was applied to real-time monitoring fault detection algorithm, 

called Fault detection method using the k-nearest neighbor rule, 

FD-KNN. The idea of the algorithm is that if the measured data 

obtained on-line is normal data, it should be very similar to the 

historical normal data; on the contrary, if the on-line measurement 

data is a fault sample, it is obviously different from the training 

sample. This difference is represented by the square of K nearest 

neighbor mean distances between training set samples and online 

data as monitoring statistics, i.e. the distance between nearest 

neighbors. 

 

2 2

1

1 k

i ik

i

D d
K =

= 
              

(12) 

Among them, ikd is the square of the Euclidean distance between 

the i  sample and the k  nearest neighbor. 

FD-KNN is able to deal with multimodal, nonlinear and non 

Gauss problems in industrial processes. However, FD-kNN faces 

the heavy computational burden of calculating the distance between 

high-dimensional vectors and sorting when there are more 

measurement variables, which reduces the efficiency of its online 

application. 

The diagnostic process of using FD-KNN is as follows. 

(1) offline modeling 

a: Find K nearest neighbors in the training samples: calculate the 

minimum distance ijd  (Euclidean distance) between each sample 

iX ， n,,2,1i =  and other samples jX , n,,2,1j =  in the 

training samples.  

2
jiij XXd −= , ij 

         
(13) 

b: The square of the average distance between each sample and its 

K neighboring samples is calculated. 


=

=

k

1

22 1

i

iki d
K
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c: Reference literature [16]，There are two ways to estimate 

thresholds. One method is to estimate 
2D   by approximating 

2

iD  

to non-central chi-square distribution when ikd  conforms to 
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non-zero mean normal distribution. Another way is to divide the 

threshold into threshold according to the experience of 
2

iD , that is 

the method adopted in this paper. 

( )( )
2 2

1n
D D −  

=
           

(15) 

Among them, 
2

iD ， 1,2, ,i n=  is the result of descending the 

order of 
2

iD . ( )( )1n −   represents the integral part of (1 )n − . 

(2) fault diagnosis 

a: Find the K neighbors of X  from training samples. 

b:According to (2) calculation 2

xD  

c: Compare 2

xD  and 2D
, if D, the online sample X  is the fault 

sample; otherwise the online sample X  is the normal sample. 

It should be noted that FD-KNN reduces the fault diagnosis rate 

when calculating the distance between high-dimensional data and 

sorting large sample data. Although the transitional period data is 

relatively small, there are many transitional periods in an 

intermittent process, and the situation of different engineering data 

is different.  

3.3 RP-KNN fault diagnosis method 

The PCA dimension reduction method only retains the 

principal metaspace part and the dimensionality reduction has no 

distance protection. Based on this, Zhou Zhe [33] adopted the method 

of random projection based KNN rule (RPKNN). 

Random projection is based on an important lemma, the 

Johnson-Lindenstrauss (JL) lemma [34]. The lemma states that for 

any set of points (n points) in a high-dimensional (d-dimensional) 

Euclidean space, the set of points can be mapped to a 

low-dimensional space, and the dimensionality is also ensured that 

the distance of the points remains approximately constant after 

projection while reducing the dimension, and thedistance loss ratio 

does not exceed ），（ 0 [35, 36]. Many experts have 

proposed a simpler method for JL lemma, setting the minimum 

bound for the low-dimensional space dimension [37.38]0Achlioptas 

designed two very simple projection matrices, which consist of only 

0, 1 elements in this projection matrix. . This theorem makes the 

projection operation fast, and is described as follows: 

Theorem: Q represents any set in dR dimensional space 

(this set has n points), store the set in the matrix n dA R . 

nL log

32

24
320





−

+
=

         

(16) 

R is an ld  dimensional random matrix, and the elements in the 

matrix are independent random variables. 

The variables  ijr in the matrix have the following two 

values: 

( ) ( )
2

111 =−=== ijij rprp
        

(17) 

( ) ( )
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

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Make 

1
E AR

L
=

             

(19) 

f:ℜd → ℜL represents the mapping. the i-th row of the matrix A 

can be mapped to the corresponding row in the matrix E, and for 

any two points in the original matrix Q , u  and v  are at least 

−− n1 in the following formula. 

( ) ( ) 222
1)()(1 vuvfufvu −+−−− 

  
(20) 

The parameter controls the accuracy of the distance between the 

point and the point after the projection, and the parameter  controls 

the success rate of the projection. If the  selection is inappropriate, 

the training data is different from the neighbors of the online sample 

selection. Therefore, it is necessary to select  [39] 

Assume that the training sample set is 

1,1 1, 1, 1 1, 1

,1 , , 1 , 1

,1 , , 1 , 1

k k n

i i k i k i n

n n k n k n n

d d d d

d d d dD

d d d d

+ −

+ −

+ −

 
 
 
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 
       

(21) 

Here jid , represents the minimum distance jid , between each sample 

iX , n,,2,1i = and the other samples jX , n,,2,1j = . 

Assume that the k-nearest neighbor indices with the number of 

samples i in the training set data are matrix 
i
indexN

, and the 

k-nearest neighbor indices with the number of samples i in the 

projection matrix are the matrix 
i
indexN . 

According to the following theorem: 

Q represents a set of any n points in the dR pace, and the distance 

matrix D contains the Euclidean distance between any two points in 

the set Q . Set i
indexN  contains i samples with k-nearest neighbor 

indexes. 

According to formulas 

( ) ( )
1

1 1
2

ij ijp r p r= = = − =  

and 

( ) ( )
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

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a random matrix n dR R can be generated, and the dimension 

ofdata points in the set Q  can be reduced by the matrix R. The 

distance matrix of the sample set in the projection space are 

 jidD ,= , and the k-nearest neighbor index set of the i-th sample 

are 
i

indexN . 

If the parameter e satisfies 





,( 1)

, ,
,

,( 1)

, ,
,

min 1

min 1

i k

i i n
i k

i k
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
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(22) 

then 

i i
index indexN N= 1, ,i n=         (23) 
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The KNN fault detection steps based on random projection are as 

follows: 

Using random projection to reduce dimensionality 

a: establish a random projection matrix R  

b: Project the training sample set data matrix x into a random 

subspace: RPT XR= (24) 

(1) Use new data RPT  to build a model using FD-KNN method 

according to Section 3.2 

(2) Fault detection 

a: Project the online sample data into the random subspace, 

assuming the online sample set is y, yRt T
y = (25) 

b: find the k-nearest neighbor of yt from the sample set RPT , and 

calculate 2

t y
D  

c: Compare 
2

t y
D and 

2

D to diagnose whether the online sample 

data is fault data. 

4. Practical application 

4.1 Experimental environment 

In the machining electric drive system, it mainly consists of a 

drive motor, a transmission mechanism, a cutting device and a 

control device. The cutting subsystem and the motor subsystem in 

the system are in an unstable condition during the cutting process of 

the same workpiece, and the load is constantly changing. Among 

them, the electric motor is an important power equipment, and the 

reliability of its operation is directly related to the quality of the 

whole system and product processing. Therefore, it is necessary to 

improve the accuracy of fault judgment during its intermittent 

operation. 

Training data

（historical data）

Sample data

（Online data）

Training data

Verification data

Test data

Complete 

modeling

Fault 

diagnosis
 

Fig. 2 data processing flow chart 

 

Test data analysis: Real-time monitoring of the machining 

process of a lathe equipment. The technical data of the three-phase 

asynchronous motor is rated capacity of 7.5 kW, rated current of 20 

amps, and rated speed of 1440 rpm. The operating parameters were 

measured during the fine and rough machining of the workpiece, 

including the three-phase current, speed, power, power factor, grid 

voltage, frequency, torque, temperature and other parameters of the 

motor stator. And it is tested under different processing materials, 

different feed rates, different operating conditions, etc. The data in 

the machining electric drag system experiment is three-dimensional 

data, which is the batch, which is the number of variables, and is a 

batch sampling point. 

4.2 data processing 

In order to obtain more data and shorten the sampling point time 

under the condition of constant production conditions, the normal 

transition time slice of 100 sampling points is obtained, which is 

divided into a training group and a verification group. 90 randomly 

selected from 100 time slices are used as training groups, and the 

remaining 10 time slices are used as verification groups. The 

verification group is used to verify whether the model constructed 

by the training group can properly process normal data. Randomly 

select 10 sets of time slices as test groups to join faults, and monitor 

the ability of the model to handle faults. In order to minimize the 

impact of randomness, the experimental and test groups selected for 

each experiment were 100 different experiments. The data 

processing flow is shown in Figure 2. 

4.3Comparison between PCA and random projection 

Using the traditional multivariate statistical method PCA 

diagnostic method dimension reduction method requires the 

establishment of covariance matrix, eigenvalue solution, 

computational complexity and time. The dimensionality reduction 

results only retain the characteristics of the wholeness. It can be 

understood as the geometrical retention of the direction of the larger 

variance of the projection, but the change of the distance between 

the data does not preserve the relationship between any two points 
[37], resulting in fewer transitions. The data is missing some of the 

feature information, resulting in poor diagnostic results. Based on 

PCA dimensionality reduction as shown in Figure 3. 

X2

X1

Fault data

Normal data
Fault data projection

Normal data projection

 

Fig.3 PCA dimension reduction diagram 

Among them, the red box represents the fault data, and the grey 

circle represents the sample data. According to the PCA projection 

method, the data is projected to the X1-axis. The projected sample 

data is represented by dotted circles, and the fault data is 

represented by dotted square. It can be seen from Figure 3 that the 

distance information between the data has obviously changed. 

Random projection method is not adaptive, it is not affected by 

the collected data, to achieve dimensionality reduction while 

ensuring the distance between samples. In order to intuitively 

represent the comparison of the distance preservation between PCA 

and random projection, the relative distance loss isused as the 

measure index l. Distance loss is  

, ,

,

p

i j i j

i j

d d
l

d

−
=                 (26) 

Where ,

p

i jd denotes the distance between i and j samples after 

dimensionality reduction, B denotes the distance between i and j 

samples. The experiment was conducted 100 times, and the distance 

loss test was performed in each training group. The measurement 

results are shown in Figure 4. 
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The red circle is the PCA dimension reduction distance loss value, 

and the blue line circle is the random projection dimension 

reduction distance loss value. The absolute value of PCA 

dimensionality reduction distance loss is between [-0.36-0.32], and 

the projection dimensionality reduction distance loss is between 

[.01-0.04]. This means that the random projection dimension 

reduction is relatively conservative compared with the PCA 

dimension reduction. 

 

Fig.4 Distance loss comparison chart 

4.4 comparison of FAR and FDR with different diagnostic methods 

Sampling at intervals of one second, recording the data, that is, 

there are 25 time slices. Set the time slice as the fault time slice. 

Table 1 shows the failure false alarm rate after 100 experiments, and 

Table 2 shows the test results for each failure time slice at 100 times. 

(Note: when the result coincides with the control line, it is 

calculated by 0.5%). The failure rate of false alarm is defined as 

follows: 

Definition 1: False Alarm Rate (FAR) indicates that the number 

of normal samples misreported as fault samples accounts for the 

proportion of normal samples in all verification sets. 

False alarm rate = false positive number / normal sample size 

Deformation2: Deformation.on Rate(Fault.on Rate,FDR)defined 

to the the function sample to the the function sample to the function 

sample to the function sample. 

Fault detection rate = fault output / total number of failures 

 

Tab.1 False Alarm Rate 

Method MPCA FD-KNN RP-KNN 

FAR 0.045 0.05 0 

 

Tab.2 Deformation.on Rate 

Method 

 

Fault time 

slice 

 

MPCA 

 

 

FD-MPCA 

 

RP-MPCA 

1 1 1 1 

2 1 1 1 

3 0.85 0.80 0.9 

4 0.95 0.95 1 

5 1 1 1 

FDR 0.95 0.89 0.99 

 

It can be seen from Table 1 that the false fault alarm rate of 

RP-KNN is 0, the falsefault alarm rate of MPCA is 0.045, the false 

fault alarm rate of FDKNN is 0.05, and the fault false alarm rate of 

RP-KNN is the lowest. 

It can be seen from Table 2 that the false fault alarm rate of 

RP-KNN is 0.99, the falsefault alarm rate of MPCA is 0.95, the 

false fault alarm rate of FDKNN is 0.89, the fault false alarm rate of 

RP-KNN is also the lowest. 

4.5Comparison of fault diagnosis between MPCA and RP-KNN 

 Four sampling points, I = 17, I = 18, I = 19, I = 77, are 

distributed at the early and late stages of the transition period. In 

these four sampling points, the fault is manually set up using MPCA 

and RP-KNN for fault diagnosis. Figure 5 , Figure 6is the result of 

MPCA fault diagnosis. Figure 7 is the result of RP-KNN fault 

diagnosis. 

 

 
 

Fig.5 SPE indicators in MPCA fault diagnosis  

 

 
Fig.6 2T indicator in MPCA fault diagnosis 

 

 
Fig.7 RP-KNN troubleshooting 
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Figure 5 , Figure 6 shows that a small sample of fault data 

exceeds the control line, and MPCA is not sensitive to fault 

diagnosis in transition period. Figure 7 shows that the fault data is 

beyond the control line. The comparison between figure 5, figure 6 

and Figure 7shows that the RP-KNN diagnosis method is relatively 

accurate for motor fault diagnosis in transition period. 

5. Summary 

In this paper, a fault diagnosis method based on RP-KNN is 

proposed for intermittent multi-period industrial production process. 

The method can satisfy the transient fault detection of 

three-dimensional data with multi-period interval transition process, 

and has the following advantages: 

The modeling method is simplified, which avoids the nonlinear 

and non Gauss problems. 

It solves the problem of dimensionality reduction without 

distance preservation in the transitional mode by PCA, further 

excavates the information of the sampled data, and improves the 

utilization ratio of the transitional mode data. 

The validity of the method is proved by the experimental 

simulation using the test data of machine tool processing equipment, 

and the research has practical application value. 
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