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 The Multilateration (MLAT) system, as an advanced scene monitoring method, uses the existing surveillance 

equipment in the airport to form a monitoring system. It has high positioning precision, fast refresh frequency, 

small equipment volume, convenient installation and maintenance, low maintenance cost and less influence on the 

weather. It has been fully utilized in some large and medium sized airports in China. In the MLAT system, the 

time difference between the signal (TDOA) to the ground station is used as the basis for calculating the position of 

the target, which is beneficial to reduce the influence of the time measurement error and improve the positioning 

accuracy. In this paper, the GA-BP algorithm is used to track the dynamic trajectory of the target in the MLAT 

system, and the algorithm is improved. The value of weight and threshold generated by the BP neural network is 

divided into multiple populations called MPGA-BP, and the new initial population is formed by selecting the 

individuals with larger fitness value. This not only accelerates the convergence speed of the algorithm, but also 

reduces the number of iterations. At the same time, the momentum factor is used to train the BP network, so that 

the network has a certain anti shock ability. The simulation results show the effectiveness of the improved 

algorithm. 
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1. Introduction 

With the rapid development of civil aviation, aviation dominated 

transportation and related industries occupy a larger proportion in 

China's economic field. In order to meet the increasing demand for 

traffic and improve the transportation efficiency of domestic 

aviation, the construction scale of the airport is increasing, the 

distribution of airline is more and more dense, the number of annual 

landing gear is more and more, and the planning and construction of 

the airport runway is becoming more and more complex. The rapid 

development of civil aviation has also exposed many problems, 

which are mainly embodied in: (1) the number of general airports is 

less, the infrastructure is relatively simple, and the pressure of safe 

operation is great. (2) the visual surveillance is mainly based on 

personnel and the monitoring accuracy is low. (3) the coverage of 

surveillance is small, and it is impossible to guard against the 

occurrence of unexpected events around the airport. At present, the 

existing monitoring methods mainly rely on one or two radar 

monitoring, with small coverage, low monitoring precision, heavy 

rain and snow weather and terrain, its construction cost and 

maintenance cost are relatively high. This monitoring method not 

only increases the labor burden of the staff of the airport, but also 

increases the burdens of the workers at the same time, and the 

probability of the occurrence of an event. 

MLAT (Multilateration) technology uses the existing airport 

scene monitoring equipment to build multiple ground receiving 

units into an information transmission network and identify, locate 

and track the target through a certain measurement technology (time 

measurement, frequency measurement, angle measurement, etc.). 

The MLAT system can monitor the aircraft and vehicles carrying 

A/C/S mode and ADS-B mode transponder, and provide a new 

positioning system for the ANSP: air navigation service providers 

and expand the space surveillance area. In the past few decades, 

only the traditional two radar SSR has been used to consider the 

requirements of airspace. Therefore, the air traffic management 

department has always made compromises on monitoring coverage. 

It is necessary to increase the "gap filling" device or to restrict the 

aircraft to perform flight tasks within the unmonitored range. These 

restrictions are removed by the application. 

In the MLAT system, clock synchronization and site selection are 

two important technologies, and also an effective method to 

improve the positioning accuracy of MLAT system. The clock 

synchronization technology mainly includes centralized clock 

synchronization, distributed clock synchronization, GNSS clock 
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synchronization, reference transponder synchronization, atomic 

clock synchronization and so on. 

Centralized clock synchronization is to send the signals received 

by each remote receiving station back to the center processing 

station, and the central processing station is unified to mark the 

information of each receiving station. This clock synchronization 

method easily causes the time delay too large and the time of the 

signal arrives at the remote receiving station is large, but the device 

is easy to install, The structure is simple. In order to reduce the time 

error caused by information transmission, the TDOA principle (time 

difference of arrival) is used to solve the target location. 

The distributed clock synchronization is to mark the information 

received by each remote receiving station, and measure the time of 

arrival of the signal, that is, the TOA data, and then transmit the 

information to the center processing station, and the target location 

is calculated by the center processing station. 

GNSS clock synchronization technology is used by the GNSS 

satellite to give time to each receiving station, mark the time of 

signal arrival, and then transfer it to the center processing station to 

calculate. 

The synchronization of the reference transponder means that the 

remote receiving station receives the clock signal from the reference 

transponder, and the time difference between the time signal and the 

time signal, and the clock synchronization is realized by the 

difference of the calculation time difference. 

The clock synchronization is the time synchronization of the 

central processing station by the high precision atomic clock, and 

then the clock calibration of the remote receiving station through 

the data network, so as to achieve the clock synchronization. 

For the first four clock synchronization techniques, it is necessary 

to pay attention to the time offset and time compensation between 

the remote station and the center processing station, so as to reduce 

the positioning error caused by the clock synchronization. For 

atomic clock synchronization technology, it would be beneficial for 

us to pay attention to external temperature interference, 

electromagnetic interference and other factors. 

2. Multilateration technology theory 

2.1 Fundamental theory for MLAT system 

The distributed clock synchronization is used based on TDOA 

theory in this paper, TDOA (the difference location of arrival time is 

called "hyperbolic positioning", mainly based on the time difference 

of radio waves containing the target state information to multiple 

ground stations.  

 

Fig.1  The four base stations for MLAT system 

It is similar to the TOA positioning principle, all of which are 

located by measuring time. The difference is that the measurement 

of TDOA positioning is different. The time difference of the base 

station is made up of the distance difference equation group to solve 

the target position. Therefore, the TDOA principle is not necessary 

to keep the high clock synchronization between the ground station 

and the target. In the TDOA positioning algorithm, four ground 

stations, that is, the time difference of three groups of time, can be 

used to realize the three-dimensional space positioning, the 

principle is like Figure 1. 

According to the hyperbolic positioning principle, two ground 

base stations can form a group of time differences, that is, a 

hyperbola is formed, when the location is invalid. When there are 

three ground base stations, the intersection of the two hyperbola is 

the target position, and this is only in the two-dimensional plane. A 

ground base station is added and the three hyperbola intersects only. 

It can realize the three-dimensional space positioning, that is to say, 

at least four base stations can realize the accurate location of the 

three-dimensional space target, the theory as Figure.2  

 

Fig.2  The theory for TDOA principle 

2.2 Mathematical model for MLAT system 

The location of TOA (Time of Arrival) is mainly based on the 

time when the radio wave arriving at the base station containing the 

target state information is located. First, the time to reach the base 

station is measured. Due to the different location of the base station, 

there are some differences in the receiving time. The propagation 

speed of radio waves is fixed, so different distance equations are 

formed by different receiving time. The location of the target can be 

determined according to the distance to the different receiving 

stations. TOA positioning is simple, positioning accuracy is low, 

and response time is slow. 

The mathematical model is as follows: 
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where c  is the velocity of light. 1t , 2t , 3t  represent the time of 

the electromagnetic waves containing the state information emitted 

by the target T ( ), ,x y z to the ground stations BS1 ( )1 1 1, ,x y z , 

BS2 ( )2 2 2, ,x y z and BS3 ( )3 3 3, ,x y z , respectively. 

The main factors affecting the positioning accuracy of TOA 

mainly include two aspects: one is the time measurement error. 

Because the electromagnetic wave propagating at the speed of light, 
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the small time measurement error will lead to the larger distance 

estimation error. Therefore, the accuracy of the estimated target 

location is low. The two is clock synchronization. If there is no 

accurate clock synchronization between the ground station and the 

target, there will be some error in the transmission time. And 

because of the propagation of light speed, it will lead to large 

positioning errors in solving the target location process. Usually, 

when using TOA principle, precise time detection device is 

required. 

TDOA (the difference location of arrival time is called 

"hyperbolic positioning", mainly based on the time difference of 

radio waves containing the target state information to multiple 

ground stations. It is similar to the toa positioning principle, all of 

which are located by measuring time. The difference is that the 

measurement of TDOA positioning is different. The time difference 

of the base station is used to solve the target position of the distance 

difference equation group. Therefore, the TDOA principle is not 

necessary to keep the high clock synchronization between the 

ground station and the target. 

The mathematical model is as follows: 

( ) ( ) ( )

( ) ( ) ( )
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where iR  indicates the distance between the aircraft and the ith  

station, ,1iR represents the distance difference between the aircraft 

arriving at the main station and the secondary station. ,1i  he time 

difference between the signal sent by the aircraft and the ith  

station. 

In TDOA positioning, the receiving antenna only needs to be a 

monitoring antenna, with simple structure, good environmental 

compatibility and strong anti-interference capability. In the process 

of signal propagation, bandwidth determines the accuracy of time 

measurement. The wider the bandwidth, the higher the accuracy. 

Therefore, TDOA positioning is suitable for wideband low power 

spectrum signal. 

3. The theory of BP neural network 

According to the neural network structure and learning algorithm 

is usually divided into single-layer or multi-layer feedforward 

neural networks and stochastic neural networks, feedback neural 

network and competitive neural network. The structure of neural 

network including input layer, one or more hidden layers and the 

output layer, each layer between the neurons connected with inter 

layer neurons are independent of each other, between the layers of 

randomly generated weights and thresholds, and choose different 

transfer function to get different output. Therefore, according to the 

characteristics of TDOA measurement data, it is very important to 

choose the right type of neural network. 

The principle of TDOA using time difference of target location, 

target equation is not linear equation, and the positioning accuracy 

of measurement error increases with time gradually decreased, 

when the target is far from the ground station, using the principle of 

TDOA single positioning and its effect is not ideal, at the same time, 

using the TDOA principle for trajectory tracking prediction It needs 

to deal with a large number of measured data. Therefore, it requires 

the use of autonomous learning ability and strong adaptability to the 

structure of neural network training sample data, makes the network 

tracking and prediction according to the experience of the previous 

data, in order to reduce the effects of measurement errors on the 

positioning accuracy of the time. The BP neural network because of 

its special signal transmission process (work, positive signal 

propagation error signal back propagation) and structure of the 

network, not only can realize the parallel processing of data, but 

also can reduce the time error influence on the positioning accuracy. 

BP neural network is a forward neural network with independent 

learning ability and multiple hidden layers, but it is necessary to 

determine the input and output network of samples. 

It is assumed that there is a three layer BP neural network with 

the number of neurons in the input layer, the hidden layer and the 

output layer respectively are M I J , the connection weight 

between the input layer and the hidden layer is mi , and the 

connection weight between the hidden layer and the output layer is 

ij , i , j  represent the threshold of the hidden layer and the 

output layer, u , v  represent the input and output of each layer. 

( )E n , ( )jE n  represent the total system error and the signal error 

of the ith  output neurons of the n  iteration. 

3.1 Forward propagation of work signal 

In the BP neural network, the working signal starts from the input 

layer and reaches the output layer through the hidden layer. Finally, 

the total error of the system is obtained. Taking the three level BP 

neural network as an example, we first calculate the output of the 

input layer. The output of each input layer neuron is equal to the 

input signal of the network. The input of the hidden layer neurons is 

equal to the weighted sum of the previous input neurons. Therefore, 

the input of the hidden layer neurons is: 

( ) ( ) ( ) ( )
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m
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=
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The output of the neurons in the hidden layer is: 
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The input of the output layer neurons is equal to the weighted 

sum of the hidden layer output of the previous layer: 
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The output of the output layer neurons is: 
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The signal error of the ith  output neuron is as follows: 
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 represents the expected output of the j output neuron. 

The total error is: 
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3.2 Back propagation of error signal 

For the correction of weights, the weights and thresholds between 

the output layer and the hidden layer are adjusted first along the 

direction of error reduction: 
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Among them,  indicates  the learning rate, on the top of the 

arrangement, we can get: 
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According to the previous definition: 
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Replace the upper form: 

( ) ( ) ( )( ) ( )( ) ( )
1

J
j j j i

ij J J J I

j

n v n v n g u n v n 


=

 = −  (17) 

( ) ( ) ( )( ) ( )( )
1

J
j j j

j J J J

j

n v n v n g u n 


=

 = −  (18) 

Therefore, the adjusted weights and thresholds can be written as 

follows: 

( ) ( ) ( )1ij ij ijn n n  + = +  (19) 
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Then the weights and thresholds between the hidden layer and the 

input layer are adjusted: 
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Collation can be obtained: 
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By definition: 
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The substitution can be obtained: 
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Therefore, the weights and thresholds of the adjusted hidden 

layer can be written as follows: 

( ) ( ) ( )1mi mi min n n  + = +  (31) 

( ) ( ) ( )1i i in n n  + = +   (32) 

After the above steps, the weights and thresholds of the BP neural 

network are updated. In this process, it is important that the update 

process be derived from the backward direction (the negative 

direction of the gradient) from the backward direction. 
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4. The process of MPGA-GA algorithm 

The traditional BP neural network algorithm is easy to get into 

the local optimum, that is, it often falls into the local minimum. At 

the same time, the algorithm is more dependent on the initial weight. 

If the initial weight is far from the optimal weight value, it will 

greatly increase its training time, and it is difficult to achieve the 

desired effect. 

Genetic algorithm optimizes the weights and thresholds of BP 

network, not only can choose the best initial value among many 

weights and thresholds, but also accelerates its training speed. This 

paper improves on the traditional GA-BP algorithm and uses a 

multiple population genetic algorithm (MPGA) to train the BP 

network. By determining the structure of the genetic algorithm and 

BP neural network, the weights and thresholds determined 

randomly in the BP neural network are divided into multiple groups. 

Several populations of genetic algorithm are formed by coding and 

their fitness values are calculated. Screening of larger individual 

fitness value from each group to form a new initial population, 

make selections, crossovers, and mutations then check whether the 

population has genetic degeneration, eliminate the inferior 

individual and supplement the other individual. For the BP neural 

network part, the momentum BP method is used to train the network. 

The optimization of network weights and thresholds through 

MPGA-BP algorithm avoids the defect that the most qualified and 

adaptive individuals in the traditional GA-BP algorithm are not 

selected. It solves the problem of gradual deterioration of individual 

diversity and improves the convergence speed of BP neural network 

in the data prediction process.  

The MPGA algorithm adopted in this paper is very different from 

the Parallel Genetic Algorithm. The parallel genetic algorithm 

divides the population into multiple subpopulations. Each 

subpopulation runs the genetic algorithm in parallel and 

independently. After selection, crossover, and mutation operations, 

the populations exchange certain individuals to maintain the 

diversity of the population and prevent premature convergence. 

Therefore, the key to the parallel genetic algorithm is how to 

exchange individuals and exchange which individuals are the key to 

their structure and selection. The conditions are more complicated. 

The main purpose of the MPGA-BP algorithm in this paper is to 

optimize the weights and thresholds of the BP neural network by 

genetic algorithm. The aim is to find a group of better weight 

thresholds near the optimal threshold value as the initial weight 

threshold of the network, and then speed up the convergence speed 

of the neural network, and get the network structure that meets the 

requirements. Therefore, the MPGA algorithm involved in this 

paper only filter out individuals with large fitness values from 

multiple genetic algorithms to form a new population. On the basis 

of maintaining the diversity of the population, the parallel selection 

crossover mutation operation of the genetic algorithm is reduced. At 

the same time, it also satisfies the goal of optimizing the BP 

network weight threshold, which makes the genetic algorithm 

converge faster and also reduces the number of BP network training. 

5. Simulation for MPGA-BP based on TDOA theory 

With each group of five time differences as the input of the 

MPGA-BP neural network, the target tracking range m is selected 

3000 3000 m and the target function is trained and predicted with 

the interval of 0.003m, and one million sets of training data are 

produced. The setting end condition is to satisfy the training error to 

reach the 0.0001m, the maximum number of training is 5000 times, 

the output is the final system error, the output is the final system 

error. The station coordinates are BS1 (320, 280, 0), BS2 (590, 1400, 

0.1), BS3(1050, 290, 0.1), BS4(1100, 100, 0.1), BS5(1520, 1380, 

0.2), BS6(1300, 2120, 0.1). The training process of BP, GA-BP, 

MPGA-BP are shown as follows: 

 

Fig.3  BP algorithm for TDOA theory 

 

Fig.4  GA-BP algorithm for TDOA theory 

The algorithm flow is as follows: 

Step S1: Determine the structure of MPGA algorithm and BP 

neural network; 

Step S2: Network training starts, weights and thresholds are 

randomly determined; 

Step S3: Encode the weights and thresholds, set the genetic 

algorithm parameters, calculate the fitness value, and group the 

weights and thresholds to form N populations; 

Step S4: Filter out the individuals with larger fitness in each 

group to form a new initial population; 

Step S5: Perform selection, crossover and mutation operations 

and calculate new fitness values; 

 Step S6: Determine whether genetic degeneration has occurred. 
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If so, eliminate individuals M below the average fitness value, and 

randomly add M individuals from N populations, and then go to 

step S5 until no genetic degradation occurs. 

Step S7: Judging whether the end condition is met, that is, 

whether it reaches the set number of iterations of the genetic 

algorithm, if it is satisfied, it outputs the individual with the greatest 

degree of fitness in all iterative processes. If not, goes to step S5; 

Step S8: The GA algorithm decodes to obtain better weights and 

thresholds. 

Step S9: Momentum BP method training network; 

Step S10: Calculate the error and update the weight threshold; 

Step S11: Judging whether the end condition is satisfied, that is, 

whether the training error is within the set range. If it is satisfied, 

the training result and the weight threshold are output. If not, go to 

step S9; 

Step S12: The simulation ends. 

Fig.5  MPGA-BP algorithm for TDOA theory 

 

Fig.6  There algorithm’s prediction error for TDOA theory 

6. Conclusion 

It can be seen that the MPGA-BP algorithm effectively reduces 

the training times of BP network, and speeds up the convergence 

speed of BP neural network. The accuracy of the trajectory 

prediction in the early stage of MPGA-BP algorithm is lower than 

that of the GA-BP and BP algorithms, but with the increase of time, 

the precision of the prediction is getting increasingly higher. The 

reason is that the weight threshold is divided into multiple 

populations in the early stage of the MPGA-BP algorithm, and the 

diversity of the population is reduced to a certain extent, so it may 

lead to the convergence of the BP network to the local minimum. 

With the increase of the distance between the target location and the 

ground receiver, the prediction error of the three algorithms is 

increasing gradually, which leads to the gradual decrease of the 

positioning accuracy. However, because the MPGA-BP algorithm 

introduces momentum factor, the network has a certain anti 

concussion ability. Therefore, the variation of prediction error is 

smaller than that of the GA-BP algorithm and the BP algorithm. The 

effectiveness and feasibility of the MPGA-BP algorithm is 

illustrated by the above simulation results and specific experimental 

data. 

References 

Nguyen. N. H. Multistatic Pseudolinear Target Motion Analysis Using Hybrid 

Measurements. Elsevier North-Holland, Inc. 2017 

Peng. L. F, Q. Z. Huang and Y. S. Lin. A Cooperative Localization Method 

Based on Conjugate Gradient and Taylor Series Expansion Algorithms. 

International Conference on Computer Science and Network Technology. 

IEEE, 2012:1108-1112 

S. Aguado, D. Samper, J. Santolaria, and J. J. Aguilar, ‘Identification strategy of 

error parameter in volumetric error compensation of machine tool based on 

laser tracker measurements’, International Journal of Machine Tools and 

Manufacture, 2012. vol. 53,no. 1: 160–169. 

G. LAVETI, G. S. RAO, D. E. CHAITANYAH, et al. TDOA Measurement 

Based GDOP Analysis for Radio Source Localization. Procedia Computer 

Science, 2016, 85:740-747 

S. XUE, Y. YANG. Understanding GDOP Minimization in GNSS Positioning: 

Infinite Solutions, Finite Solutions and no Solution. Advances in Space 

Research, 2017, 59(3):775-785 

López, D. and A. Lozano, Techniques in Multimodal Shortest Path in Public 

Transport Systems. Transportation Research Procedia, 2014. 3: p. 886-894. 

S. TOMIC, M. BEKO, D. RUI, et al. Bayesian Methodology for Target Tracking 

Using Combined RSS and AoA Measurements. Physical Communication, 

2017, 25:158-166 

M. PARCIAINEN, P. PERTILA. Self-localization of Dynamic User-worn 

Microphones from Observed Speech. Applied Acoustics, 2017, 117:76-85 

Liu, L., et al., Exact algorithms for multi-criteria multi-modal shortest path with 

transfer delaying and arriving time-window in urban transit network. 

Applied Mathematical Modelling, 2014. 38(9–10): p. 2613-2629. 

N. BOUZERA, M. OUSSALAH, N. MEZHOUD, et al. Fuzzy Extended Kalman 

Filter for Dynamic Mobile Localization in Urban Area Using Wireless 

Network. Applied Soft Computing, 2017, 57:452-467 

R. KHAN, S. U. KHAN, S. KHAN, et al. Localization Performance Evaluation of 

Extended Kalman Filter in Wireless Sensors Network. Procedia Computer 

Science, 2014, 32:117-124 

Lozano, A. and G. Storchi, Shortest viable hyperpath in multimodal networks. 

Transportation Research Part B: Methodological, 2002. 36(10): p. 853-874. 

H. AHMADI, F. VIANI, R. BOUALLEGUE. An accurate Prediction Method for 

Moving Target Localization and Tracking in Wireless Sensor Networks. Ad 

Hoc Networks, 2017 

Dib, O., M.-A. Manier, and A. Caminada, Memetic Algorithm for Computing 

Shortest Paths in Multimodal Transportation Networks. Transportation 

Research Procedia, 2015. 10: p. 745-755. 

 

Zhao Jing received her B.S. degree in 
Automation from Shenyang Institute of 
Engineering in 2005, and M.S. degree in 
Control Theory and Control Engineering from 
Huazhong University of Science and 
Technology. She works in State Grid Yanji City 
Suburb Power Supply Company from 2005 to 
2014, then, works in China Nuclear Power 
Engineering Co., Ltd. from 2014. 



J. Zhao et al. / IJAMCE 2 (2018) 180-186 

 

 

Yin Jin is a worker of the Datang International 
Power Generation Co, is responsible for the 
centralized operation and routine maintenance 
of the power plant. The research direction 
includes the intelligent control of linear and 
nonlinear systems, and is good at the research 
of multi-point positioning technology, and 
in-depth study of centralized power supply and 
power transmission for power plants. 
 

 

 

 

 

 

 

 

 

 

 

 


