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 In order to overcome the difficulty for single network model to simultaneously classify multiple categories of 

images, prevent misclassification of images with similar feature categories and improve the accuracy of image 

classification, a image classification model is designed by logistic regression weighted fusion based on 

TensorFlow. Firstly, image classification of multiple convolutional neural networks is achieved based on 

TensorFlow. Then a logistic regression weighted fusion model is designed based on each network structure. Our 

model is constructed by weighted fusion of each neural network classification results. The accuracy and time 

complexity of the model classification are tested through experiments. Under this data set, the classification 

accuracy of this model is to a certain extent better than that of using a single network model to classify images. 

The time complexity has not increased significantly, and the model has achieved good application value. 
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1. Overview 

Today's world is full of colors and various creatures come into 

view all the time. However, with the continuous enrichment of 

various types of images and other information, as well as the 

continuous enhancement of human desire for knowledge, it has 

become more difficult for humans to quickly identify various types 

of images in daily life. With the rapid development of search engine 

technology, and the text search is very mature, but the simple text 

search is hard to meet the needs of human for the perception of the 

unknown world. For example, how to obtain the content of the 

image based on an unknown image and the type of subject matter in 

the image, so as to realize the classification of the image is 

particularly important. 

In recent years, many scholars have devoted themselves to the 

study of image classification. As document takes the computer 

vision object recognition algorithm competition as the main line 

(e.g., Huang et al., 2014), it has elaborated on the development of 

the best algorithms for object classification and detection over the 

years, emphasized the importance of expression learning and 

structure learning in object classification and object detection. The 

article also discusses the unity and difference of object classification 

and detection, considers the development direction of object 

classification and detection, the image classification is analyzed and 

prospected from the two directions of expression learning and 

structure learning based on deep learning. 

However, with the rise of deep learning and its superior 

performance in the field of image processing, more and more 

researchers have invested in deep learning research. As document  

reported (e.g., Silver et al., 2016, Li et al., 2018), the Go program 

AlphaGo developed by Google's artificial intelligence company 

DeepMind defeated other Go programs by 99.8% and defeated 

European professional Go players 5:0. The results achieved by 

AlphaGo make deep learning a powerful breakthrough in the field 

of artificial intelligence. In order to accelerate the study of deep 

learning in all walks of life, as one of the leading companies in the 

Internet industry, Google has opened up the second-generation 

machine learning system named TensorFlow. Therefore, with the 

continuous development of TensorFlow and deep learning, many 

scholars have accelerated the research on image classification. 

Image classification is one of the popular research fields of deep 

learning, convolutional neural networks are often used to deal with 

image recognition and other problems (e.g., Affonso et al., 2017, 

Pan et al., 2017, Gibson et al., 2018, Litjens et al., 2017). For 

example, literature (e.g., Chang et al., 2016) summarizes the 

research progress and typical applications of convolutional neural 

networks in image understanding, it also expounds the research 

progress and application of image classification and object detection, 

face recognition and scene semantic segmentation. Moreover, there 

are also many research scholars using TensorFlow to classify 

images (e.g., Rampasek et al., 2016), for example, literature uses 

TensorFlow to design a video target tracking deep learning model, 

which used the data in the VOT2015 standard dataset for 

experimental testing (e.g., Liu et al., 2017), and achieved good 

accuracy. 

http://www.ijamce.com/
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 However, because different types of images in the image dataset 

have certain similarities in terms of color, literary and artistic 

characteristics, etc. It is easy to cause misclassification when 

constructing image classification models for a datasets with similar 

image categories, which affects the classification accuracy. As a 

depth information framework, TensorFlow has excellent 

performance in image classification, but the classification result is 

directly related to the selected algorithm and network structure. 

Although the convolutional neural network has superior 

performance in image classification, it is disturbed by factors such 

as different image with different image information, which causes 

different network structures have different advantages and 

disadvantages and performance in different types of images, and it 

is difficult to design a general network structure which has good 

performance in various categories of images. Therefore, in order to 

improve the accuracy of classifying images in various categories, 

this paper designs an image classification model based on 

TensorFlow and logistic regression to complete the classification of 

images. 

The image classification model based on the weighted fusion of 

TensorFlow and logistic regression designed in this paper first based 

on TensorFlow which uses VGG, AlexNet, ResNet and other better 

networks to achieve the classification of images, and then, based on 

the classification results of multiple networks, a logistic regression 

model is used to perform weighted fusion on the classification 

results of each network, and finally realize the classification of 

images. This paper tests the model through experiments, and the 

results show that the model can improve the accuracy of image 

classification under the dataset used in this paper. 

2. Design of image classification model 

2.1 TensorFlow image classification model design 

In order to improve the accuracy of image classification, this 

paper uses TensorFlow to design an image classification model, 

using VGG, AlexNet, ResNet and other better networks to achieve 

the classification of images.  

startstart
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Fig.1. Flowchart of image classification model training based on TensorFlow 

When constructing an image classification model, the original 

input image data needs to be set to a uniform size, and then the 

datasets are divided into train set and the test set. The core link of 

the model construction lies in the design of the neural network 

structure, in the process of designing the network structure, you 

need to input the 2D convolution function tf.nn.conv2d()in 

tensorflow, the maximum pooling function tf.nn.max_pool(), 

tensor's deformation function tf.reshape(), other parameters of the 

neural network (e.g., Wen et al., 2018, Liu et al., 2018), etc, 

moreover, the ReLU function was used as the activation function for 

nonlinear processing during the model construction (e.g., Gu et al., 

2018, Tang et al., 2017, Li et al., 2017, Paoletti et al., 2017). This 

paper uses TensorFlow to construct the image training model of the 

image classification model as shown in Figure 1. 

The pseudocode of the convolutional neural network structure 

design when using TensorFlow to build an image classification 

model is shown in Table 1. 
Tab.1. The pseudo code of neural network structure design  

input                           tf.placeholder（） 

output                           logit 

       1： input tf.placeholder（） 

       2： determine the values of parameters m and n 

       3： for  i=1,2,…,m  do 

       4：   define conv[i]_weights = tf.get_variable() 

       5：   define conv[i]_biases = tf.get_variable() 

       6：   define the 2D convolution function conv [i] = tf.nn.conv2d () 

       7：   use the relu activation function to do the Nonlinear processing： 

             relu[i]=tf.nn.relu(tf.nn.bias_add(conv[i], conv[i]_biases)) 

       8：   define the maximum pooling function pool[i]= tf.nn.max_pool() 

       9： end for 

       10：convert image structure information by reshaped = tf.reshape () 

process 11：for  j=1,2,…,n  do 

       12：  define fc1_weights = tf.get_variable() 

       13：  if  regularizer != None  then 

       14：    define tf.add_to_collection('losses', regularizer(fc[i]_weights)) 

       15：  else 

       16：    save the current state without doing anything 

       17：  end if 

       18：  define fc1_biases = tf.get_variable() 

       19： if the layer is a non-output layer then 

       20：   fc[i]=tf.nn.relu(tf.matmul(reshaped,fc[i]_weights)+fc[i]_biases) 

       21：    if executes this layer of network then 

       22：      Dropout layer fc[i] = tf.nn.dropout(fc[i], p) （0<p<1） 

       23：    else 

       24：      save the current state without doing anything 

       25：    end if 

       26：  else 

       27：    calculate  the result 

logit = tf.matmul(fc[i-1], fc[i]_weights) + fc[i]_biases 

       28：  end if 

       29：end for 

Since the neural network to be executed will have many weights, 

offsets and other parameters to be created, when designing the 

structure of the neural network, it is necessary to define some 

initialization functions and create some random noise for the 

weights to break the original symmetrical structure, such as setting 

the standard deviation, etc. In the process of designing this network 

structure, this paper uses the ReLU function as the activation 

function, therefore, it also adds some values to the offset to achieve 

the purpose of avoiding dead nodes (e.g., Yarotsky et al., 2017). 

And through the tf.nn.dropout() function introduced the dropout 

layer (e.g., Cao et al., 2018, Tang et al., 2017, Peng et al., 2018). In 

the image classification model designed in this paper, after the 

dataset is input to the network through the input layer, a series of 

processing and operations in the above steps, the image 
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classification results are output by output layer finally. 

2.2 VGG, AlexNet and ResNet image classification model design 

In order to obtain better classification results, based on the 

above-mentioned image classification model, this paper uses VGG, 

AlexNet, ResNet and other better networks to classify images. 

VGGNet is used to extract image features, and it is composed of 

five layers of convolutional layers, three layers of fully connected 

layers, and softmax output layers. The layers are separated by 

max-pooling, and the activation units of all hidden layers are used 

ReLU function. Its outstanding contribution is to prove that using a 

small convolution and increasing the network depth can effectively 

improve the effect of the model, and VGGNet has a good 

generalization ability for other datasets. VGGNet explores the 

relationship between the depth of CNN and its performance. The 

deeper the network, the better. However, the training of VGG 

networks is very slow, and due to the depth and the fully connected 

layer at the end, they require a larger weight storage space. 

AlexNet has one input from left to right, and then there are eight 

layers that need to be trained, the first five are convolutional layers, 

and the last three layers are fully connected layers. We use Dropout 

to randomly ignore some neurons during training to avoid 

overfitting of the model. It is generally used in the fully connected 

layer. Dropout is not used in prediction, that is, Dropout is 1. We use 

overlapped maximum pooling in CNN (step size is smaller than 

convolution kernel). Previously, average pooling was commonly 

used in CNN, and the use of maximum pooling can avoid the 

blurring effect of average pooling. At the same time, overlapping 

effects can increase the richness of features.  

AlexNet uses ReLU instead of Sigmoid, which can train faster, 

and it solves the vanishing gradient of sigmoid in a deeper network 

at the same time. However, the value range obtained by the ReLU 

activation function does not have a range, so the results obtained by 

ReLU must be normalized, which is Local Response Normalization. 

It can create a competition mechanism for the activity of local 

neurons, which makes the value with larger response become 

relatively larger, and inhibits other neurons with smaller feedback, 

which enhances the generalization ability of the model. The method 

is as formula (1).                                 
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Among them, ai
(x,y)  represents the output of ReLU at the 

position (x, y) of the i-th kernel, bi
(x,y)  represents the result of 

LRN, n is the number of adjacent kernel maps at the same position, 

and N is the total number of kernals. 

The result of ReLU output and its neighbors in a certain range are 

locally normalized, which is a bit similar to our maximum and 

minimum normalization.We Suppose there is a vector such as 

expression(2), then the normalization rule of normalizing all 

numbers to 0-1 can be expressed by formula(3)： 
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The entire AlexNet has eight layers that require training 

parameters. LRN appears after the first and second convolutional 

layers, and the max pool appears after the two LRN layers and the 

last convolutional layer. And ReLU all appear behind each of these 

eight layers. The parameter calculation formula is as follows. 
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ResNet is also known as Deep Residual Learning. Deep networks 

are difficult to train. ResNet solves the problems of gradient 

disappearance and gradient explosion, and extends the network 

depth to a maximum of 152 layers. The formula for Residual 

Learning is as formula (7),                     

  ( ) ( )H X F X X= +                    (7) 

In the ordinary convolution process, an identity mapping of X is 

added, assuming that the residual is H(X), in the Residual Learning, 

you can learn F(X) first, and then add X, it can greatly improve 

performance, and then cross-layer connections are made through 

summation. The Residual Learning structure is shown in Figure 2. 
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Fig.2. Residual Learning 

The Residual structure can be simply written as the following 

structure, as shown in formula (8), through recursion and formula 

(9), this shows that there are residual characteristics between any 

unit L and l, the Lx is the product of a series of matrix vectors. For 

back propagation, assuming that the loss function is E, according to 

the chain rule of back propagation, we can get function (10), this 

formula also ensures that the gradient will not disappear. 
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In formula (10), we can find that this derivative is divided into 

two parts, which are not passed through the weight layer, such as 

the following expression (11). What is passed through the weight 

layer is shown as formula(12). 
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Between the two expressions, the former ensures that the signal 

can be directly transmitted back to any shallow such as xl , and 

because the formula(13) cannot be -1, so it avoids the vanishing 

gradient. 
1
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2.3 Logistic regression model design 

Logistic Regression model is a classification model, expressed in 

the form of conditional probability distribution as ( | )P X Y , random 

variable X takes value of n-dimensional real number vector, such as      
( ) ( ) ( )1 2

, ,...( )
n

X X X X= , Y takes the value 0 or 1, the formula is 

as follows. 
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The predicted value produced by the linear regression model is z, 

the expression as formula (17). Where z is a real value, since the 

function is discontinuous. We find the Sigmoid function instead, the 

function is shown in formula (18), 

             
Tz x b= +                   (17)                                              
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 In addition, the Sigmoid function has a very good property, the 

formula (19) is expressed as follows. The Sigmoid function image is 

shown in the figure below. 

' ( ) ( )(1 ( ))z z z  = −                (19) 

 

Fig.3. Sigmoid function  

With Sigmoid function, since its value is in [0,1], we can regard it 

as the posterior probability estimate p(y=1|x) of class 1. To put it 

bluntly, if there is a test point x, then the result calculated by 

Sigmoid function can be used as the probability that the point x 

belongs to category 1. 

So, very naturally, we classify the value calculated by Sigmoid 

function greater than or equal to 0.5 as category 1, and the value 

less than 0.5 as category 0, the formula (20 ) as follows. 

1 ( ) 0.5

0

if z
y

otherwise

 
= 
                

 (20)                                          

At the same time, logistic regression and adaptive linear network 

are very similar. The difference between the two is that the 

activation function of logistic regression is Sigmoid function and 

the activation function of adaptive linear network is y=x. The 

network structure of the two is shown in the figure below (e.g., 

Raschka et al., 2017). 

The network structure of the logistic regression network is shown 

in the figure below. 

1
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Fig.4. Logistic regression network 

The network structure of the adaptive linear network is shown in 

the figure below. 
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Fig.5. adaptive linear network 

To find the parameter w, you must first define the cost function, 

which is the objective function. Imitate the approach of linear 

regression, using the error sum of squares as the cost function. The 

formula (21) is as follows. 

2
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In the formula (21), yi  is the real class label of 
iX  , and the 

expression of iz
 
is shown in formula (22). 

0

T

i iz W X w= +                  
 (22)  

                                      

The current cost function image is a non-convex function, and the 

non-convex function has more than one extreme point, which makes 

it difficult to perform optimization calculations. Then we express 

the new cost function by the following formula (23). 
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At this time, the joint probability formula (24) is as follows. 
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For this joint probability, we can determine the parameter W that 

maximizes the joint probability by calculating the maximum 

likelihood estimation method of the parameters. At this time, W is 

the best parameter we want to choose, which maximizes the joint 

probability, that is, the cost Minimal function. 

To calculate logistic regression, we must first obtain the 

maximum likelihood function, the derivation process formula (25) 

is as follows. 
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Through analysis, we get -L(W) is J(W), the formula (26) is as 

follows. 
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J(W) is a non-linear sigmoid function, which cannot be solved 

directly by the partial derivative of 0. So we use the gradient 

descent method.  

First of all, according to the related theory of gradient, we know 

that the negative direction of the gradient is the direction in which 

the cost function drops the fastest. Therefore, we should gradually 

adjust the weight component wj along the negative direction of the 

gradient until the minimum value is obtained, so the change of each 

weight component should be like this formula (27). 
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Among them, η is the learning rate and it used to control step 

length, the formula (27) also can be calculated as follows formula 

(28). At this point, we have the variable for updating the weight of 

the gradient descent method, it is shown as the formula (29).  

When the sample size is very large, updating the weights each 

time will be very time-consuming. In this case, the stochastic 

gradient descent method can be used. At this time, the sample needs 

to be shuffled at each iteration, and then the weights are 

continuously updated with the following formula (30). 
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2.4 Logistic regression weighted fusion model design 

TensorFlow programs are usually organized into a construction 

phase and an execution phase. In the construction phase, graphs are 

used to represent computing tasks, and the nodes in the graph are 

called op (abbreviation for operation). In the execution phase, use 

the op in the session execution graph. At the same time, TensorFlow 

converts the graph definition into distributed execution operations, 

and provides a method to execute op to make full use of available 

computing resources. 

TensorFlow uses tensor to represent data. An op can get one or 

more tensors, perform calculations, and generate one or more 

tensors. Each tensor is a typed multidimensional array. In the 

execution stage, after the op method is executed, the generated 

tensor is returned 

There are many weighted mixed models, in addition to simple 

linear models, Logistic Regression, Restricted Boltzmann Machines 

and Gradient Boosted Decision Trees are commonly used. 

The main steps of training through TensorFlow are: preparing 

data, building models, training models, and making predictions. 

When using tensorflow to implement a simple logistic regression 

algorithm, the logistic regression can be regarded as a forward 

neural network with only one layer of network, and the weight of 

the parameter connection is only a value, not a matrix. The formula 

is as the formula (31), where X is the input, W is the weight 

between the input and the hidden layer, b is the bias of the hidden 

layer neuron, and logistic is the activation function, generally 

sigmoid or tanh, y_predict is the final prediction result..The 

objective function is the L2 distance between y_predict and the real 

label Y, and the stochastic gradient descent algorithm is used to 

update the weights and biases.
 

_ log ( * )y predict istiic X W b= +
        (31) 
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Fig.6. Technical roadmap of logical regression weighted fusion model design 

This article designs the TensorFlow image classification model in 

section 2.1. Based on the TensorFlow image classification model 

designed in section 2.1, various neural networks such as VGG, 

AlexNet, and ResNet are used to train the image classification 

model, and different classification results are obtained. However, 

because different network results have their own advantages and 

disadvantages in different applications, in order to obtain more 

accurate classification results, this section uses logistic regression to 

design an image classification weighted fusion model. The design 

roadmap for this model is shown in Figure 6. Through this figure, 

we can get the design concept of the weighted fusion model. This 

figure intuitively expresses the model composition and design ideas 

of the weighted fusion model 

In section 2.1 of this paper, firstly we use a variety of neural 

networks to achieve the classification of images, for the 

classification results of each network, we need to replace the 
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classification results of each image for each category with a form of 

0 or 1. Among them, 1 represents the classification result of the 

corresponding image by the network as this category, and 0 

represents other categories. For example, if the classification result 

of a certain image by a certain network is class A, the classification 

result of this image by the network is converted into a form where 

class A is 1, and other classes are 0. 

After the training of the image classification model of all network 

structures is completed, based on the classification results of 

multiple networks, a weighted fusion is performed using a logistic 

regression model. That is, for each image category, the classification 

result (0 or 1) of the network model after conversion relative to the 

category is used as the input of the logistic regression model, and 

the real category result (0 or 1) is used as the label of the result for 

logistic regression, after the model training, the weighted fusion 

coefficients such as 
1 2, ,......, nk k k of each network model with 

respect to each image category are obtained. Then based on the 

classification results and weighted fusion coefficients of multiple 

networks, for each image category, use the formula to calculate the 

classification result coefficient Y of each image relative to each 

category, and select the category with the largest classification 

coefficient Y as the classification result of the image. In formula 

(33), ix
 
represents the classification result (0 or 1) of the network 

model relative to the corresponding category conversion, ik
 
is the 

corresponding weighted fusion coefficient, which requires 

0 1ik 
 
, and it needs to satisfy the expression (32). 
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=

                           (33)                   

In the weighted fusion designed in this paper, the weighted fusion 

coefficients of each network model need to be calculated for each 

category label in the dataset such as
1 2, ,......, nk k k . For the 

weighted fusion coefficients of different categories, we use formula 

(33) to calculate the classification coefficient Y of the corresponding 

category, and then according to the calculation result of the 

classification coefficient Y of different categories, the category 

corresponding to the largest classification coefficient Y is selected 

as the final classification result of the weighted fusion image 

classification model in this paper. 

3. Experimental plan design and result analysis  

3.1 Experimental data selection and experimental plan design 

This article sets the third parameter in weights to three channels 

when using the TensorFlow two-dimensional convolution function 

tf.nn.conv2d (input, weights, strides, padding). That is, using color 

images as datasets for model training and test (e.g., Denisova et al., 

2017, Tzelepi et al.,2017). Therefore, the dataset in this paper needs 

to use color images. First, the experiment in this paper used images 

containing eight types of animals to train and test the model, among 

them, 70% of the dataset was selected as the training set, and the 

remaining 30% of the dataset was used as the test set. An example 

of some images in this dataset is shown in Figure 7. This figure 

shows an image from each type of image in all categories in this 

dataset. 

In the experiment of this paper, the dataset used in this 

experiment trained and tested through the four network structures. 

The image classification accuracy of each network model and 

weighted fusion model in the dataset used in this experiment is 

shown in Figure 8. 

    

Fig.7. Partial datasets examples 

In this paper, the image classification model is trained by a 

variety of better networks such as VGG, AlexNet and ResNet. Then 

based on the classification results of each network model, the final 

image classification model is trained and tested using the weighted 

logistic regression fusion model, and the final result of image 

classification is obtained. 

3.2  Comparison and analysis of experimental results 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Comparison of experimental results 

Figure 8 shows the superiority of the weighted fusion model in 

image classification. The accuracy rate is higher than that of the 

four network models used in the experiments in this paper for image 

classification to a certain extent. This shows that the model in this 

paper has certain usability and superiority. 

3.3 Experimental comparison and analysis of model time complexity 

In order to improve the usability of the model, this paper 

compares and analyzes the time complexity of the model. When 

comparing the time complexity experiments in this paper, because 

the image classification time is directly related to the experimental 

hardware environment, experimental data, network structure and 

parameters, etc. Therefore, this paper compares the execution time 

of the weighted fusion model and each single model of the same 

dataset under the same experimental environment during the 

experiment. 

 

Tab.2 . Time comparison for weighted fusion model 

number 
comparison of the 

shortest time model 

comparison of 

the longest model 

1 1.88 1.30 

2 1.67 1.19 

3 1.25 1.13 

4 1.53 1.21 

5 2.11 1.30 

In the experiment, this paper uses multiple identical machines to 

carry out the experiment, that is, each machine runs each single 
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image classification model separately, and then the single model 

image classification results of each machine are weighted and fused. 

In this experiment, the working time of each single model and the 

working time of the weighted fusion model under various 

experimental parameters and datasets are respectively counted. It’s 

shown in table2. 

Table 2 shows the multiples of the shortest running time and the 

longest running time between the weighted fusion model and each 

single model in the same experimental environment. It can be seen 

from Table 2 that the weighted fusion model in this paper does not 

cause a significant increase in time in terms of time complexity, so 

the model has strong usability. 

4. Conclusion 

Image classification is a popular research field in deep learning. 

Since the computer needs to convert image information into binary 

data during image processing, the accuracy of image classification 

will be disturbed to a large extent by image color, arts and literature 

and other characteristics. Therefore, in order to reduce the 

phenomenon of misclassification of similar images in the image 

classification process, this paper uses TensorFlow and logistic 

regression to construct a weighted fusion image classification model. 

The model first uses a variety of network structures to achieve 

image classification. Based on the classification results of each 

network structure, a weighted fusion model is constructed using 

logistic regression to achieve image classification. The experimental 

test results show that the accuracy of the model for image 

classification is better than the single network model under the 

dataset of this paper, and the time complexity has not caused a 

significant improvement. However, because this paper only outputs 

two forms of 0 and 1 when converting the image classification 

results of each network structure, the weighted fusion result may be 

affected to some extent. Therefore, in the follow-up work, the 

author intends to output a score in the [0, 1] interval as the input of 

the weighted fusion model, which will have a positive effect on the 

accuracy of image classification. However, in general, the model 

has certain application value. The model can be used to classify and 

retrieve images, and the accuracy of classification has been 

improved to a certain extent. 
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