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1. Introduction 

In practical decision-making problems, experts sometimes take a 

hesitant and ambiguous attitude. To correct this shortcoming, 

hesitancy was combined with other mathematical structures. The 

research about hesitant fuzzy sets were a generalization of fuzzy 

sets proposed by V.Torra (V.Torra et al., 2009). The emergence of 

soft set theory provides us with a parameterized method to solve life 

uncertainty problems by Molodtsov in (Molodtsov D et al., 1999 ). 

Maji et al. (Maji PK et al., 2001) proposed fuzzy soft set by 

combining the soft set and fuzzy set. Alkhazaleh et al. 

(S.Alkhazaleh et al., 2001 ) defined the concept of possibility fuzzy 

soft set and gave its applications in decision making and medical 

diagnosis. The soft set was in a binary environment whose values 

were 0 or 1. But the data in real life was non-binary essentially. 

Motivated by these problems, Fatimach et al. (Fatimah, F et al., 

2018) create the improved soft set model called N-soft set which is 

a new research orientation and the importance of hierarchy was 

emphasized. For flexibility in decision making, a novel hybrid 

structure hesitant fuzzy N-soft sets (henceforth, HFNSSs) (Akram M 

et al., 2018) made up of N-soft sets and hesitant fuzzy soft set. And 

they combined N-soft sets with other mathematical model and got 

interval valued hesitant fuzzy N-soft sets, neutrosophic vague N-soft 

sets, generalized vague N-soft sets and so on (e.g. Akram M et al., 

2019 and J.B. Liu et al., 2020 and Y.N. Chen et al., 2020). For 

decision-making, the Choice and L-choice value for HFNSSs 

(Akram M et al., 2019), one of the best known methods was 

TOPSIS introduced by Hwang and Yoon. Later, a lot of improved 

TOPSIS methods were proposed such as fuzzy TOPSIS, 

intuitionistic fuzzy TOPSIS, Pythagorean fuzzy TOPSIS and 

interval-valued fuzzy TOPSIS (e.g.S.Nadaban et al., 2016 and F. E. 

Boran et al., 2009 and A.Biswas et al., 2019 and T.Y. Chen et al., 

2008). TOPSIS is still being the hot spot of both applications(F.J. 

Esterlla et al., 2017 and G.K. Koulinas et al., 2019) and theoretical 

implementations.(A.Biswas et al., 2019 and Z.Pei et al., 2019) 

There are other decision-making methods in (e.g. P.Liu, 2018 and Li, 

S.et al., 2018 and Li, C.et al., 2019 and Yin, X.et al., 2019) 

The paper is organized as five sections. Section 2 provides the 

relevant theoretical background. In Section 3, we introduce our new 

hybrid model possibility hesitant fuzzy N-Soft sets by reasonable 

combination of hesitant fuzzy N-Soft sets and possibility soft sets     

and give some basic operations and properties containing equal, 

inclusion, complement, union, intersection, AND and OR operations 

of two PHFNSSs. Section 4 extends this method TOPSIS so that it 

can operate under PHFNSSs information and gives a practical 

application. We present our conclusion in Section 5. 

2. PRELIMINARIES 

In this section, some basic definitions and examples were 

recapitulated, which is serviceable and appropriate to understand the 
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new concepts to be proposed. They are stated as follows: 

Definition 2.1 (Fatimah, F et al., 2018) LetU denote the universe of 

alternatives an E the set of attributes, T E .Let  0,1,2, , 1M N= −  

be the set of ordered grades where  2,3,N  . A triple ( ), ,R T N  

is called an N-soft set on U  if F is a mapping: : 2U MR T → , 

with the property that for each t T and u U there exists a 

unique ( ), tu g U M  such that ( ) ( ), tu g R t , tg M . 

Definition 2.2 (Akram M et al., 2019) LetU denote the universe of 

alternatives and E  the set of attributes. Let  0,1,2, , 1M N= −  

be the set of ordered grades where  2,3,N  . A pair ( ), K  is 

called fuzzy N-soft set, ( ), ,K R T N= is an N-soft set on U with 

 2,3,N  , and  is a mapping: ( )( ): t TT R t →  ,  

such that ( ) ( )( )t R t   for each t T . 

Definition 2.3 (V.Torra et al., 2009) LetU denote the universe of 

alternatives, then a hesitant fuzzy set onU is defined in terms of a 

function h that when applied toU returns a subset of  0,1 (i.e. an 

element from  ( )0,1P ). 

 ( ) , |J Jh u h u u U=   

where ( )Jh u  is a set of some different values in  0,1 , 

representing the possible membership degrees of the element 

u U to the set J , and called ( )Jh u  a hesitant fuzzy element of 

HFS. 

Definition 2.4 (Akram M et al., 2019) LetU denote the universe of 

alternatives and the set of attribute E , T E . A triple ( ), ,f T N is 

called hesitant fuzzy N-soft set (HFNSS), when f is a mapping 

defined as  

*: ([0,1])f U T M P →   

when ( ) ( )( ), ,
tf fu t g u= we interpret that ( )f u is a 

non-empty set formed by values in  0,1 .  

Definition 2.5 (S.Alkhazaleh et al., 2001 )  

Let  1, ,i nU u u u= be the universe of alternatives, let E  be 

the set of attributes, T E ,  1, ,j mT e e e= . The pair ( ),U T  

will be called a soft universe. Let : UF T I→  and   be a fuzzy 

subset of T , : UT I → .  

Let : U UF T I I →   be a function defined as follows: 

( ) ( )( ) ( )( )( ), ,F e F e u e u u U =    

Then F  is called a possibility fuzzy soft set (PFSS in short) 

over the U . For each je T , iu U ,  
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3. Possibility Hesitant fuzzy N-Soft sets 

In this subsection, we define our extension of the above concepts 

and propose some fundamental properties and operations for the 

new structure. 

3.1 The concept of possibility hesitant fuzzy N-Soft sets(PHFNSSs) 

Definition 3.1 Let  1, ,i nU u u u= denote the universe of 

alternatives, let E the s T E et of attributes, T E , 

 1, ,j mT e e e= . A triple ( ), ,f T N  is called possibility 

hesitant fuzzy N-soft set, there are three mappings: 

*: ([0,1])f U T M P →  , : UT I →  

and ( )*: [0,1]U M

f T I P


→  . That is to say: for each je T , 

iu U , 
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Here for each parameter je and alternative, PHFNSSs 

demonstrated the not only the degree of belongingness of the 

elements of U  in ( )f je


 but also the degree of possibility of 

possibility of such belongingness which is represented by ( )je . 

Meanwhile, the grade is determined by the score  

( )
1

.T i

k

u
k 

 


=   

Where k is a finite hesitant fuzzy element, k is the number of 

elements in k ,  1, ,j mT e e e= .  

We will rate the objects under discussion based on each attribute. If 

each ,i lu u U , then .ij ilg g  

Example 3.1 A company makes an open tender, there were three 

non-specific suppliers  1 2 3, ,U u u u= participating in the tender, The 

successful bidder is selected from all the bidding suppliers 

according to the pre-determined attributes  1 2 3, ,T e e e= . A 

( )1| , ,3f T  can be obtained as follows: 
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；
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3.2  The operations and properties of PHFNSSs 

Definition 3.2 Let ( )1 1| , ,f T N and ( )2 2| , ,f S N be two PHFNSSs 

of U. Then ( )1 1| , ,f T N and ( )2 2| , ,f S N are said to equal if 

and only if 
1 2N N= , T S= , 1 2| |f f 

= . 

Definition 3.3 Let ( )1 1| , ,f T N and ( )2 2| , ,f S N be two PHFNSSs 

of U. If 
1 2, ,e T T S E N N     ,

1 2g g . 1|f is also a hesitant 

fuzzy subset of 2|f and 
1  is a possibility fuzzy subset of 

2 , 

then ( )1 1| , ,f T N is said to be a possibility hesitant fuzzy subset 

of ( )2 2| , ,f S N denoted by ( ) ( )1 1 2 2| , , | , ,f fT N S N  . 

Example 3.2  Let ( )2| , ,3f S be another PHF3SS, 

1 2 3 4{ , , , }S e e e e= , then ( )2| , ,3f S  can be obtained as follows: 
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Obviously, we can find ( ) ( )1 2| , ,3 | , ,3f fT S  . 
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Definition 3.4 A PHFNSS is said to be a possibility hesitant 

absolute fuzzy N-soft set denoted by fA


, if 

( )*: [0,1] ,U M
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such that for each je T , iu U , 
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Definition 3.4 A PHFNSS is said to be a possibility hesitant 

absolute fuzzy N-soft set denoted by f
 ,if 

( )*: [0,1] ,U M
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

 →   

such that for each je T , iu U , 
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Definition 3.5  A complement of a PHFNSS ( )1 1| , ,f T N  is 

defined as ( )1 1| , ,
f

c T N


that verifies the property 

( ) ( )c

f fe e
 

= . 

( ) ( ) ( )1 1 1 1| , , | , , *
f

c
c

fT N T N
 

  

Obviously, (*) as the complement of N-soft set not only one, so 

we can get many complement sets of ( )1 1| , ,f T N
. One of the 

complement sets is the hesitant fuzzy complement is 

( )( )
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 1 ;
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f
k u

e u k
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= −
 

For all u U , e T , the possibility fuzzy complement is 

( )( ) ( )( )1c e u e u = −  

the grade complement is ( )( ) ( )( )1 1cg e u N g e u= − − . 

Example 3.3 ( )1| , ,3c

f T is the complement of ( )1| , ,3f T  from 

the Example 3.1 as follows: 
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Definition 3.6 LetU be universe of objects and let ( )1 1| , ,f T N

and ( )2 2| , ,f S N be two PHFNSSs. Then their union is denoted 

by 
 

( ) ( ) ( )( )1 1 2 2 1 2| , , | , , , ,max , .f f fT N S N T S N N
  = 

 

(1) je T S − : 1|ij ijg g= , 1|f f 
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Definition 3.7 LetU be universe of objects, and let ( )1 1| , ,f T N and 

( )2 2| , ,f S N be two PHFNSSs. Then their intersection is denoted by  

( ) ( ) ( )( )1 1 2 2 1 2| , , | , , , ,min , .f f fT N S N T S N N  = 

( )1 2: in | , |j ij ij ije T S g m g g   =
,

( )1 2in | , |j f fm
  

 =
. 

Example 3.4  We consider the two PHF3SSs, ( )1| , ,3f T and

( )2| , ,3f S defined in Example 3.1 and 3.2, respectively.  

( ) ( ) ( )1 2 1| , ,3 | , ,3 | , ,3 ,f f fT S T  =  

( ) ( ) ( )1 2 2| , ,3 | , ,3 | , ,3 .f f fT S S  =
 

Proposition 3.1 Let ( )1| , ,f T N be a PHFNSS, fA


be a 
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possibility possibility hesitant absolute fuzzy N-soft set, f
 a 

possibility hesitant absolute fuzzy N-soft set. Suppose that they 

have the same parameter set T , then: 

(1) ( ) ( )1 1| , , | , ,f f fT N T N
  = ; 

(2) ( )1| , ,f f fT N
   = ; 

(3) ( )1| , ,f f fT N A A
  = ; 

(4) ( ) ( )1 1| , , | , ,f f fT N A T N
 = . 

Proposition 3.2 Let ( )1| , ,f T N , ( )2| , ,f S N , ( )3| , ,f M N  

be three PHFNSSs, then:  

(1) ( ) ( ) ( ) ( )1 2 2 1| , , | , , | , , | , , ;f f f fT N S N S N T N   =  

(2) ( ) ( ) ( ) ( )1 2 2 1| , , | , , | , , | , ,f f f fT N S N S N T N   = ； 

(3) 
( ) ( ) ( )( )

( ) ( )( ) ( )

1 2 3

2 1 3

| , , | , , | , ,

| , , | , , | , , ;

f f f

f f f

T N S N M N

S N T N M N

  

  =
 

(4) 
( ) ( ) ( )( )

( ) ( )( ) ( )

1 2 3

2 1 3

| , , | , , | , ,

| , , | , , | , , ;

f f f

f f f

T N S N M N

S N T N M N

  

  =
 

(5) ( ) ( ) ( )( )

( ) ( )( )
( )

( )

1 2 3

1

2 1

3

| , , | , , | , ,

| , ,
| , , | , ,

| , ,

f f f

f

f f

f

T N S N M N

T N
S N T N

M N

  



 



 
 =
 
 

；

 

(6) ( ) ( ) ( )( )

( ) ( )( )
( )

( )

1 2 3

1

2 1

3

| , , | , , | , ,

| , ,
| , , | , ,

| , ,

f f f

f

f f

f

T N S N M N

T N
S N T N

M N

  



 



 
 =
 
 

 

Definition 3.8 Let ( )1 1| , ,f T N and ( )2 2| , ,f S N be two PHFNSSs, 

then“ ( )1 1| , ,f T N AND ( )2 2| , ,f S N ” denoted by 

( ) ( )1 1 2 2| , , | , ,f fT N S N   =  

( ) ( )( )1 2 1 2in | , | , ,min , .f f fm T S N N
  
=    

Definition 3.9 Let ( )1 1| , ,f T N and ( )2 2| , ,f S N be two PHFNSSs, 

then“ ( )1 1| , ,f T N OR ( )2 2| , ,f S N ”denoted by 

( ) ( )

( ) ( )( )
1 1 2 2

1 2 1 2

| , , | , ,

max | , | , ,max .

f f

f f f

T N S N

T S N N
  

  =

=  ，
 

Example 3.5 Let ( )2| , ,3f S be another PHF3SS,
1 2{ , }S e e= ,then 

( )2| , ,3f S  can be obtained as follows: 

( )

( )

( )

( )

1

2

2 1

3

,1
,0.30

{0.20,0.30}

,2
| ,0.30 ;

{0.30,0.40}

,0
,0.20

{0.10,0.20,0.30}

f

u

u
e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

2 2

3

,2
,0.70

{0.70}

,0
| ,0.40 .

{0.40,0.60}

,1
,0.40

{0.50,0.60}

f

u

u
e

u



  
  
  
 
  

=   
  
 
   
   

 

Thus, 

( ) ( )

( ) ( )( )
1 1 2 2

1 2 1 2

| , , | , ,

in | , | , ,min .

f f

f f f

T N S N

m T S N N
  

  =

=  ，

 

( )

( )

( )

( )

1

2

1 1

3

,1
,0.30

{0.20,0.30}

,2
, ,0.30 ;

{0.30,0.40}

,0
,0.20

{0.10,0.20,0.30}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

1 2

3

,1
,0.35

{0.30,0.40}

,0
, ,0.40 ;

{0.30,0.40,0.50}

,0
,0.30

{0.30}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

2 1

3

,1
,0.30

{0.20,0.30}

,0
, ,0.30 ;

{0.30,0.40}

,0
,0.20

{0.10,0.20,0.30}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

2 2

3

,2
,0.70

{0.70}

,0
, ,0.40 ;

{0.40,0.60}

,1
,0.40

{0.50,0.60}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   
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( )

( )

( )

( )

1

2

3 1

3

,1
,0.30

{0.10,0.15,0.20}

,1
, ,0.20 ;

{0.10,0.20}

,0
,0.10

{0.10}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

3 2

3

,1
,0.30

{0.10,0.15,0.20}

,0
, ,0.20 .

{0.10,0.20}

,0
,0.10

{0.10}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

Example 3.6 Let ( )2| , ,3f S be another PHF3SS,
1 2{ , }S e e= ,then 

( ) ( )1 1 2 2| , , | , ,f fT N S N   can be obtained as follows:  

( )

( )

( )

( )

1

2

1 1

3

,1
,0.35

{0.30,0.40}

,2
, ,0.40 ;

{0.30,0.40,0.50}

,0
,0.30

{0.30}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

1 2

3

,2
,0.70

{0.70}

,2
, ,0.40 ;

{0.40,0.60}

,1
,0.40

{0.50,0.60}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

2 1

3

,2
,0.75

{0.70,0.80}

,2
, ,0.50 ;

{0.40,0.60}

,1
,0.50

{0.30,0.50,0.80}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

2 2

3

,2
,0.75

{0.70,0.80}

,0
, ,0.50 ;

{0.40,0.60}

,1
,0.50

{0.30,0.50,0.80}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

3 1

3

,1
,0.30

{0.20,0.30}

,2
, ,0.30 ;

{0.30,0.40}

,0
,0.20

{0.10,0.20,0.30}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

( )

( )

( )

( )

1

2

3 2

3

,2
,0.70

{0.70}

,1
, ,0.40 .

{0.40,0.60}

,1
,0.40

{0.50,0.60}

f

u

u
e e

u



  
  
  
 
  

=   
  
 
   
   

 

Thus, 

( ) ( )

( ) ( )( )
1 1 2 2

1 2 1 2

| , , | , ,

max | , | , ,max , .

f f

f f f

T N S N

T S N N
  

  =

= 

 

4. APPLICATION 

TOPSIS holds for “Technique for Order Preference by Similarity 

to an Ideal Solution ”. We extend this method TOPSIS (Akram M et 

al., 2018) so that it can operate under PHFNSSs information. From 

the example 3.1, there are three suppliers  1 2 3, ,U u u u= , 

 1 2 3, ,T e e e= and the parameters stand for budget price, 

construction quality, construction time. The process is as follows: 

Step 1: The positive solution and negative solution are calculated 

by (1). 

( )

( )

( )

( )

( )

( )

( )

( )

1

1

1 1

1

1j

j

2j

nj

1 1

1

1j

j

2j

nj

,
,

max{ }

,
, ;

max{ }

,
,

max{ }

,
,

min{ }

,
,

min{ }

,
,

min{ }

i

n

i

j

jr

i i

f ijr

n n

njr

jr

i i

f ijr

n n

r

u g

u g
e

u g

u g

u g
e

u g






















+

−

  
  
   
 
 
   

=    
  
 
 
  
  
    

 
 
 
 

 
=  

 
 

nj

 
 
 
 
 
 
 
 
 
 
 
  
  
  
  

              (1) 
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Step 2: In order to compute the separation measures ,i iH H+ −  of 

each alternative, we calculate the distance between the different 

attributes as follows: ,iu U   

( ) ( )ijl, , , , , .i i ijl i i i iH H     + + + + − − − −= =

  

( )2 ax ,
m

i ij i

j

g m g + = −
 

( ) ( ) ( )
2

2

1
max max , 2i i

n n
r r

ijl ij lj

i lm m
  + = −

−
  

( )max .
n

j ij j

i

  + = −  

( )2 min ,
m

i ij i

j

g g − = −  

( ) ( ) ( )
2

2

1
min min , 3i i

m m
r r

ijl ij il

j lm m
  − = −

−
  

( )in .
n

j ij j

i

m  − = −  

Step 3: The relative closeness coefficient of each alternative iu

can be computed by using the Equation (4). 

( ), , . 4
j j ijl j

j

j j j j ijl ijl j j

H

H H

  

     

+ + + +

+ − + − + + + −

 
 = =  

 + + + + 

 

So according to score of the j , we can determine the ranking 

order of iu and choose the best one. We make a decision based on 

( )1| , ,3f T : 

Step1: The positive solution and negative solution are calculated 

by (1). 

( )
( ) ( ) ( )

( )
( ) ( ) ( )

( )
( ) ( )

1 2

1 1

1 2

1 2

1 2

1 3

,1 ,2 ,0
| ,0.35 , ,0.40 , ,0.30

0.40 0.50 0.30

,2 ,0 ,1
| ,0.75 , ,0.50 , ,0.50

0.80 0.60 0.80

,1 ,1
| ,0.30 , ,0.20

0.20 0.20

n

f

n

f

f

u u u
e

u u u
e

u u
e







+

+

+

       
=       
       

       
=       
       

 
=  

 

；

；

( ),0
, ,0.10 .

0.10

nu     
    
     

 

   Similarly, we can get 1|f

−
. 

( )
( ) ( ) ( )

( )
( ) ( ) ( )

( )
( ) ( )

1 2

1 1

1 2

1 2

1 2

1 3

,1 ,2 ,0
| ,0.35 , ,0.40 , ,0.20 ;

0.30 0.30 0.30

,2 ,0 ,1
| ,0.75 , ,0.50 , ,0.50 ;

0.70 0.40 0.30

,1 ,1
| ,0.30 , ,0.20

0.10 0.10

n

f

n

f

f

u u u
e

u u u
e

u u
e







−

−

−

       
=       
       

       
=       
       

 
=  

 

( ),0
, ,0.10 .

0.10

nu     
    
     

 

Step 2: According to the equation (2) (3), we have 

1 1 1

2 2 2

3 3 3

1 1 1

2 2 2

3 3 3

4 0.43 0.85

6 0.29 0.40

4 0.51 0.70

2 0.43 0.50

4 0.22 0.50

2 0.16 0.50

jl

jl

jl

jl

jl

jl

  

  

  

  

  

  

+ + +

+ + +

+ + +

− − −

− − −

− − −

= = =

= = =

= = =

= = =

= = =

= = =

 

Step 3: Calculating i  from the equation (4):
 

( )

( )

( )

1

2

3

0.67,0.50,0.63 ;

0.60,0.57,0.44 ;

0.67,0.76,0.58 .

 =

 =

 =

 

For the 
i : we get a rank:  

3 1 2

3 2 1

3 1 2

0.67 0.67 0.60

0.67 0.57 0.50

0.58 0.63 0.44.

u u u

u u u

u u u

= = =  =

=  =  =

=  =  =

 

Obviously, 213 uuu  . Supplier 3u can win the bid. 

In this application, we determine the grade on a per-attribute 

basis so the grade determination needs to be consistent. 

 

Thus the bigger the grades means the better the quality, the more 

time and the higher the budget. The smaller grades mean lower 

quality, less time and lower budget from this number line.  

5 Conclusion 

This paper defined a novel structure called possibility hesitant 

fuzzy N-Soft sets which demonstrates the not only the degree of 

belongingness of the elements of U, but also the degree of 

possibility of possibility of such belongingness. The grades are in 

the gift of hesitant fuzzy element and the number of elements. This 

application fits the reality, when bidding, companies hope to find 

suppliers with good quality, low budget price and short construction 

time. For the properties
3e = construction time, the lower the grades, 

the shorter the time. For
2e = construction quality, the higher the 

grades, the better the quality. Finally, we extend this method 

TOPSIS so that it can operate under PHFNSSs information. 

References 

V.Torra and Y.Narukawa, 2009. On hesitant fuzzy sets and decisions, IEEE 

International Conference on Fuzzy Systems 1-3, 1378-1382. 

0 1 2 

  

 



Z.Y. Chen et al. / IJAMCE 3 (2020) 143-150 

 

Molodtsov,D., 1999. Soft set theory-first results, Computers and Mathematics 

with Applications 37-4, 19-31. 

Maji PK.,Biswas R.,Roy AR., 2001. Fuzzy soft set, J Fuzzy Math 9, 589-602. 

S.Alkhazaleh, 2011. Possibility fuzzy soft set, Advances in Decision 

Sciences,vol.2011, Article ID 479756,18 pages,2011. 

Fatimah,F., Rosadi , D., Hankim, R.B.F., Alcantud, J.C.R., 2018. N-soft sets and 

their decision-making algorithms, Soft Computing 22-12, 4757-4771. 

 Akram M., Adeel, A., Alcantud, J.C.R., 2018. Hesitant fuzzy N-soft sets: A new 

model with applications in decision-making, Journal of Intelligent & Fuzzy 

Systems 36, 6113-6127. 

Akram M., 2019. TOPSIS Approach for MAGDM Based on Interval-Valued 

Hesitant Fuzzy N-soft Environment, Soft Computing 21-3, 993-1009. 

Jianbo Liu, Yanan Chen, Ziyue Chen, 2020. Multi-Attribute Decision Making 

Method Based on Neutrosophic Vague N-Soft Sets, symmetry-Basel, 12-5, 

853. 

Yanan Chen,Jianbo Liu,Ziyue Chen, 2020. Group decision-making method based 

on generalized Vague N-soft sets, CCDC, 6 pages. Doi: 

10.1109/CCDC49329.2020. 9164602. 

S.Nadaban, S.Dzitac and I.Dzitac, 2016. Fuzzy TOPSIS: A general view, 

Procedia Computer Science 91, 823-831. 

F.E. Boran, S.Genc,M.Kure and D.Akay, 2009. A multi-criteria intuitionistic 

fuzzy group decision-making for supplier selection with TOPSIS method, 

Expert Systems with Applications 36-8, 11363-11368. 

Li, S. and L. Chen, 2018. Research on Object Detection Algorithm Based on 

Deep Learning. International Journal of Applied Mathematics in Control 

Engineering 1-2, 127-135. 

Li, C. and C. Sun, 2019. The Staffing Problem of the N-Design Multi-Skill Call 

Center Based on Queuing Model. International Journal of Applied 

Mathematics in Control Engineering 2-1, 94-99. 

Yin, X., X. Wang, and A. Liu, 2019. Gas pipeline leak detection based on fuzzy 

C-means clustering algorithm. International Journal of Applied Mathematics 

in Control Engineering 2-2, 176-181. 

A.Biswas and B.Sarker, 2019. Pythagorean fuzzy TOPSIS for multicriteria group 

decision-making with unknown weight information through entropy 

measure,International Journal of Intelligent Systems. Doi：10.1002.int.22088 

T.Y.Chen and C.-Y.Tsao, 2008. The interval-valued fuzzy TOPSIS method and 

experimental analysis, Fuzzy Sets and Systems 159, 1410-1428. 

F.J. Estrella, S.C.Onar, R.M.Rodriguez, 2017. B. Oztaysi, L.Martinez and 

C.Kahraman, Selecting firms in university technoparks: A hesitant linguistic 

fuzzy TOPSIS model for heterogeneous contexts, Journal of intelligent & 

Fuzzy Systems 33, 1155-1172. 

G.K. Koulinas, O.E. Demesouka, P.K. Marhavilas, A.P. Vavatsikos and D.E. 

Koulouriotis, 2019. Risk assessment using fuzzy TOPSIS and PRAT for 

sustainable engineering projects, Sustainability 11-3, 97-104. 

P.Liu and L.Zhang, 2018. Multiple criteria decision-making with intuitionistic 

linguistic information based on dempster-shafer evidence theory, IEEE 

Access 6-1, 52969-52981. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ziyue Chen is currently a graduate student in 
Applied Mathematics at Northeastern 
University at Qinhuangdao, Qinhuangdao, 
China. She received a bachelor's degree from 
Hebei Normal University, China in 2019. 
Her main research interests are in the areas 
of the application of rough sets, soft sets and 
their hybrid models in multi-attribute 
decision making. 

 

 

Jianbo Liu is an associate professor at 
Northeastern University at Qinhuangdao, 
Qinhuangdao, China. He received his PhD 
from the Academy of Mathematics and 
System Sciences, Chinese Academy of 
Sciences, Beijing, China in 2007. His main 
research direction is big data analysis 
method, mathematical method of 
knowledge representation. 

 

 

Yanan Chen is currently a graduate 
student in Applied Mathematics at 
Northeastern University at Qinhuangdao, 
Qinhuangdao, China. He received a 
bachelor's degree from Hebei Normal 
University of Science and Technology, 
China in 2018. Her main research interests 
are in the areas of the application of rough 
sets, soft sets and their hybrid models in 
multi-attribute decision making. 

 

Yanyan Zhang is a lecturer at 
Northeastern University at Qinhuangdao, 
Qinhuangdao, China. She received her 
master's degree at Hebei University, China 
in 2007. Her main research interests are 
data mining and video processing. 

 

 

 

 

 

 

 


