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 China has ushered in the era of big data in an all-round way, at present. Under the background of the new era, the 

ability of data information collection and integration is constantly improving, making contributions to the 

decision-making management and development progress in various fields of society, and the quality of data also 

fundamentally determines the reliability of data. If the quality of data is low, it will lead to the data can not be 

effectively used, and even damage the availability of information systems. Therefore, the research on data quality 

has also received widespread attention. Among them, incomplete data and missing data is a typical problem of low 

data quality. This paper is based on the Bayesian theory of systematic learning to fill the missing data, using naive 

Bayesian theory to fill the missing data to get a complete data set, and then compare the filled data with the 

original data set to verify the reliability of the model. 
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1. Introduction 

In the 1840s, Thomas Bayes, a British mathematician and 

reasoning statistician, first put forward Bayes theorem in his book 

《On the solution of the problem of opportunity》. Because this is 

his posthumous work, he did not elaborate Bayes theory in more 

detail. Later, after sorting out and doing in-depth research on his 

posthumous work, other people began to study it, so that Bayesian 

theory is known by more people, and has been applied in many 

aspects. It has important applications in data processing such as data 

prediction, data filling and statistical inference, statistical 

decision-making and other statistical data. 

In China, Bayesian theory is mainly used in statistical analysis, 

probability prediction and parameter estimation. With the in-depth 

study of Bayesian theory by scholars, Bayesian theory has played an 

important role in many aspects such as traditional Chinese medicine, 

railway construction and earthquake warning in recent years, rather 

than just limited to data statistics. At present, many people have 

tried to apply Bayesian theory to the processing of missing data on 

the basis of Bayesian theory research, and this method has also 

begun to become more extensive. Although the results are less at 

present, there has been a great breakthrough compared with before. 

Bayesian theory is a complete theoretical system, and the main 

applications in missing data processing are naive Bayesian, 

Bayesian network and approximate Bayesian theory. Duan Jing 

introduced the naive bayes theory and its application in "Research 

on classification and application of naive Bayes"; Zou Wei and 

Wang Huijin used the combination of naive Bayes algorithm and 

EM algorithm to fill missing data in "EM missing data filling 

algorithm based on Naive Bayes"; Gong Yishan and Dong Chen 

used Bayesian network to repair missing data earlier; Li Zhongbo et 

al. Used naive bayes theory to predict protein purification, and the 

results improved the accuracy significantly; Oriole in the 

"approximate Bayesian method and its application research" 

introduces the approximate Bayesian method in detail, and uses it 

for parameter estimation, compared with the traditional method 

highlights the characteristics of simple and efficient. 

2. Missing data 

Missing data is a typical data problem in noise data. If there are 

errors, missing data or data which are different from other data and 

obviously do not conform to the data rules, these data are called 

noise data. According to the different data problems, noise data can 

be divided into a variety of situations, but this paper mainly studies 

missing data. Lack of data in various research areas will have a 

serious impact on the process and results of data mining. First of all, 

the system will show obvious instability because of the lack of 

essential data in the data set, at the same time, it will make the data 
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set without errors can not be used accurately. Secondly, the missing 

part of the data set will make the data processing process into 

confusion and lead to inaccurate results, which will directly affect 

the data model. In order to avoid all kinds of disadvantages caused 

by missing data, the processing of missing data has become an 

indispensable step in the era of big data. In view of the research on 

data missing, foreign countries have proposed approximate 

replacement method, neural network, stochastic regression analysis 

and Bayesian theory, while domestic data missing processing is 

mostly applied in specific cases, such as banking, insurance and so 

on.  

2.1 Overview and processing significance of missing data 

Definition of missing data: If there is no record of one or some 

attribute values in the data set, the data set is a data set with missing 

data. From the missing mechanism, the missing data is divided into 

completely missing at random (MCAR), missing at random (MAR), 

and missing at random (NMAR). If there are no missing attributes 

or variables in the dataset, they are complete variables, otherwise 

they are incomplete variables. 

When the data set is missing, the results of the experiment will 

be greatly affected. If the data is the data of the middle process of 

the experiment, the experiment may even fail to proceed or the 

desired result cannot be obtained. In the era of big data today 

everyone in every profession is dealing with data almost every day, 

so how to deal with missing data is a realistic and urgent problem. 

2.2 Treatment method of missing data 

There are mainly five methods commonly used to deal with 

missing data: 

1. Deletion method: it is divided into list deletion method and 

paired deletion method. It is the simplest and most direct method, 

but the efficiency is very low. If the data sample is large enough and 

the missing value is small, it can be used, otherwise more data will 

be lost, resulting in greater error in mining effect or statistical 

results. 

2. Constant Completion Method: The person who uses the data is 

required to have a deep understanding of all aspects of the meaning 

of the data, and then use the constant to replace the missing value 

through past experience and actuality, and it is required to be 

familiar with the source of the data and understand the root cause of 

the data, otherwise it will be easy Introduce more noisy data, 

causing greater errors. 

3. Statistical completion method: that is, through the analysis of 

the known complete data, the statistical information of the data set 

is obtained to predict the missing data. The average value 

completion method is commonly used, but for large data sets, but 

for large data sets, because too much median will produce more 

peak distribution, so this method will also produce serious 

misleading. 

4. Simple value completion method: that is, the missing value is 

obtained by substituting simple models and calculation formulas 

into the data. This method is less efficient and the process of finding 

models and calculation formulas is more complicated. 

5. Complementary method of complex estimates: that is, to 

estimate missing data by using the existing complete data set to 

establish a prediction model for missing data. This method is 

currently the most scientific, accurate and complex method to 

complete missing data. The Bayesian prediction method is one of 

them. 

3. Bayesian theory 

3.1 Bayes' theorem 

Bayes' theorem was first proposed by the British scholar Thomas 

Bayes in his article "On the Solution to the Problem of Opportunity" 

in 1736. It is also called Bayesian inference. It is used to solve two 

random events. The formula for solving the probability problem 

between time. The problem of Bayesian reasoning is the problem of 

conditional probability reasoning. The research on conditional 

probability is a cornerstone of people's understanding of probability 

information, and it guides people to carry out effective learning and 

judgment. The Bayesian formula is aimed at finding the probability 

of two random events. If the Bayesian theory is applied to the data 

set to fill in the missing data, it is necessary to conduct a deeper 

analysis of the Bayesian formula and use the analysis applicable to 

practical problems. In order to combine Bayesian theory with 

practical problems. In the solution of the actual problem, only the 

prior probability is obtained through the known conditions, and then 

the posterior probability is calculated based on the prior probability 

to obtain the desired result. 

As a complete decision theory, Bayesian theory includes many 

classic models, such as Bayesian classifier used in data 

preprocessing, Bayesian network involved in artificial intelligence, 

Bayesian statistical method learned in mathematical statistics, etc., 

while the most needed in data filling is naive Bayesian. The data 

filling model of this paper is also established on the basis of naive 

Bayes. 

3.2 Bayesian formula 

The Bayesian formula states that if there are two random events 

and, the probability of the event under the condition of the event is 

different from the probability of the event under the condition of the 

event, but there is a definite relationship between the two. The sub 

expression is the Bayesian formula. 

The basic Bayesian formula is: 

( | ) ( )
( | )

( )

P B A P A
P A B

P B


=                 (1) 

Among them: 

(1) ( )P A is the prior probability or marginal probability of A . 

Because it does not consider any B factors, that is, before the B

event occurs, it is called "a priori", which is a simple judgment of 

the probability of the A event. 

(2) In the same way, we can see that ( )P B is the prior probability 

or marginal probability of B , also known as the standardized 

constant. 

(3) ( | )P A B is the conditional probability of B after the 

occurrence of A . After the occurrence of B , our re-evaluation of the 

probability of is also called the posterior probability of A . 

(4) ( | )P B A is the conditional probability B of A after occurs, and 

it is also called the posterior probability of B . 

( | ) / ( )P B A P A is called the "possibility function", which is an 

adjustment factor that makes the estimated probability closer to the 

true probability. 

3.3 Naive bayes theory 

Naive bayes theory is simply Bayesian theory. When using 
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general Bayesian theory to solve problems, if the solution process is 

more complicated and the relationship between the attributes cannot 

be determined, it is assumed that the attributes are independent of 

each other and use calculations. The relatively simple naive bayes 

theory is calculated. 

Next, we will quote the basic formula of naive bayes theory in 

data filling.
1 2, ,..., Lc c c is the classification of X the data set, for any 

attribute of the data set, there is 

  

1

( ) ( | )
( | ) , 1,2,...,

( ) ( | )

k k
k L

r r

r

P c P X c
P c X k L

P c P X c
=

= =


         (2) 

The prior probability is ( )kP c , and the posterior probability is

( | )kP c X . ( )kP c can be calculated from the original data set, but if

( | )kP X c is calculated according to the traditional Bayesian method, 

it will take too much time and effort in the calculation process, the 

naive Bayesian method assumes that the attributes are independent 

of each other, so it is relatively easy to calculate ( | )kP X c . 

Suppose there are a total of M attributes, and classify them as

1 2( , ,..., )MX X X X= , one of which
jX is divided into

kc , 1,...,k L= , 

then the following formula holds: 

1

1

( | ) ( | )
M

k j k

j

P X c P X c
−

=

=                (3) 

The specific process applied in data filling is as follows: 

Given a data set with N records and M attributes
1 2, ,..., MX X X ,

iL represents the number of categories of attribute
iX ,

iN represents 

the number of records containing known
iX attributes, and

ikN is 

when
iX is equal to it The number of records in the k-th category

ikc , |j r ikN is when jX is equal to the number of records in its r-th 

category j rc , and when ,i ikX c j i=  . 

(1) Calculate the prior probability of each attribute 

( | ) , 1,2,...,ik
i ik i

i

N
P X c i L

N
= =              (4) 

(2) When
i ikX c= , the conditional probability of jX  

       
|

( ) , 1,2,..., ; ; 1,2,...,
jr ik

j j r j

ik

N
P X c j M j i r L

N
= = =  =    

(5) 

(3) If is missing an attribute value, and this attribute value 

belongs to , let be the index set of all non-missing values in 

records, and calculate the posterior probability. Here the 

value does not need to be calculated, because it can be 

reduced during the calculation process. 

( )
( | ) ( | )

( )

i ik
i ik j j j r i ik

j Jj

P X c
P X c X P X c X c

P X 

=
= = = =  (6) 

where 1,2,..., ik L= . 

4. Data analysis 

4.1 Data preprocessing 

After getting the fatigue crack damage experiment data of 

aviation aluminum alloy structure, we screened part of the complete 

data set. In order to facilitate the experiment, some initial data with 

low reference value and the last row of fracture data were removed, 

because the revolution is recorded in real time, there is no strict time 

limit. The data selected in this paper increase with the rule of 200 

and 500 each time, and considering that the missing data in the 

actual problem, if it is revolution, then the filling will be relatively 

simple and will not have much impact on the experiment, so the 

next data filling process in this paper will directly process the 

tensile length of the crack without considering the influence of 

revolution. The following are the two databases used in the 

experiment after processing. 

 
Tab. 1.This is a set of experimental data of fatigue crack damage. The data before 

12500 turns are all 0. After 19024 turns, the thin plate breaks. The initial crack 

lengths are 0.6, 0.9, 0.9 and 0.9 respectively. 

Number of revolutions A/mm B/mm C/mm D/mm 

12500 0 0 0 0 

13000 0.6 0.9 0.9 0.9 

13200 0.6 0.9 0.9 1 

13400 0.7 1 1.1 1 

13600 0.8 1 1.1 1.05 

13800 0.8 1.2 1.2 1.05 

14000 0.8 1.3 1.2 1.05 

14200 0.8 1.3 1.3 1.1 

14400 0.9 1.3 1.3 1.3 

14600 1.5 1.5 1.5 1.5 

14800 1.5 1.5 1.6 1.5 

15000 1.5 1.5 1.6 1.5 

15200 1.7 1.8 1.8 1.9 

15400 1.8 2 2 2 

15600 1.9 2.1 2 2.1 

15800 2 2.1 2.2 2.1 

16000 2.1 2.2 2.2 2.2 

16200 2.2 2.2 2.4 2.3 

16400 2.2 2.3 2.4 2.4 

16600 2.3 2.4 2.4 2.4 

16800 2.3 2.5 2.5 2.5 

17000 2.4 2.5 2.5 2.5 

17100 2.5 2.6 2.6 2.6 

17200 2.5 2.7 2.7 2.6 

17300 2.6 2.8 2.9 2.7 

17400 2.6 3 3 2.8 

17500 2.7 3 3.1 2.9 

17600 2.8 3.1 3.1 2.9 

17700 2.8 3.2 3.2 3 

17800 2.9 3.2 3.2 3 

17900 

18000 

18100 

18200 

18300 

18400 

18500 

18600 

18700 

18800 

18825 

18850 

18875 

18900 

18925 

18950 

18975 

19000 

19024 

3 

3 

3.1 

3.2 

3.4 

3.5 

3.7 

3.7 

3.8 

4 

4.3 

4.5 

4.7 

5 

5.2 

5.5 

5.7 

6 

crack 

3.3 

3.4 

3.6 

3.6 

3.8 

4 

4.2 

4.5 

4.7 

4.7 

4.7 

4.7 

4.7 

4.7 

4.7 

4.7 

4.7 

4.7 

 

3.3 

3.3 

3.4 

3.5 

3.7 

4 

4.4 

4.7 

5 

5 

5 

5 

5 

5 

5 

5 

5 

5 

 

3.1 

3.1 

3.2 

3.3 

3.4 

3.5 

3.7 

3.8 

4 

4.2 

4.6 

5 

5.2 

5.6 

5.9 

6.2 

6.6 

7 
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Tab. 2. This is another set of experimental data of fatigue crack damage. All data 

before 14500 revolutions are 0,and there is no data record after 34281 revolutions. 

The initial crack lengths were 0.1, 0.1, 0 and 0.1, respectively.. 

Number of revolutions A/mm B/mm C/mm D/mm 

14500 0 0 0 0 

15000 0.1 0.1 0 0.1 

15500 0.1 0.1 0 0.1 

16000 0.2 0.2 0.1 0.1 

16500 0.2 0.2 0.1 0.1 

17000 0.3 0.3 0.2 0.2 

17500 0.4 0.4 0.2 0.2 

18000 0.4 0.4 0.2 0.2 

18500 0.5 0.4 0.3 0.2 

19000 0.5 0.5 0.4 0.3 

19500 0.6 0.5 0.4 0.3 

20000 0.6 0.5 0.4 0.3 

20500 0.6 0.6 0.5 0.3 

21000 0.7 0.7 0.5 0.4 

21500 0.7 0.8 0.6 0.4 

22000 0.8 0.9 0.6 0.4 

22250 0.9 0.9 0.6 0.5 

22500 1 1 0.7 0.5 

22750 1.1 1 0.7 0.6 

23000 1.1 1.1 0.8 0.6 

23250 1.2 1.2 0.8 0.7 

23500 1.3 1.2 0.9 0.7 

23750 1.4 1.3 0.9 0.8 

24000 1.4 1.3 1 0.8 

24250 1.5 1.3 1 0.8 

24500 1.5 1.4 1 0.9 

24750 1.6 1.4 1.1 0.9 

25000 1.6 1.5 1.1 1 

25250 1.7 1.5 1.2 1 

25500 1.7 1.6 1.2 1.1 

25750 

26000 

26250 

26500 

26750 

27000 

27250 

27500 

27750 

28000 

28250 

28500 

28750 

29000 

29250 

29500 

29750 

30000 

30250 

30500 

30750 

31000 

31250 

31500 

31750 

32000 

32250 

32500 

32750 

33000 

33250 

33500 

33750 

34000 

34250 

34281 

1.8 

1.8 

1.9 

1.9 

1.9 

2 

2 

2 

2.1 

2.2 

2.3 

2.4 

2.5 

2.6 

2.7 

2.8 

2.9 

3 

3 

3.1 

3.2 

3.3 

3.4 

3.5 

3.7 

3.9 

4.1 

4.4 

4.6 

4.8 

5.1 

5.5 

6 

6.8 

9 

17.7 

1.6 

1.6 

1.7 

1.7 

1.8 

1.9 

2 

2.1 

2.2 

2.3 

2.3 

2.4 

2.5 

2.6 

2.7 

2.8 

2.9 

3 

3.1 

3.2 

3.3 

3.4 

3.5 

3.6 

3.8 

4 

4.4 

5 

5.5 

6 

6 

6 

6 

6 

6 

6 

1.2 

1.2 

1.3 

1.4 

1.5 

1.6 

1.7 

1.8 

1.9 

1.9 

2 

2.1 

2.1 

2.2 

2.2 

2.3 

2.4 

2.5 

2.6 

2.7 

2.8 

2.9 

3 

3.1 

3.2 

3.5 

3.8 

4.1 

4.5 

5 

5 

5 

5 

5 

5 

5 

1.1 

1.2 

1.3 

1.3 

1.4 

1.4 

1.5 

1.6 

1.7 

1.8 

1.8 

1.8 

1.8 

1.9 

1.9 

1.9 

2 

2 

2.1 

2.2 

2.3 

2.4 

2.5 

2.6 

2.8 

3 

3.2 

3.4 

3.7 

4 

4.2 

4.5 

5 

5.8 

8.5 

17.3 

 

Tab. 3. For the plate specimen with two holes, the two sides of the crack of the 

first data are A, B, C and D respectively, the initial crack lengths are 0.6, 0.9, 0.9 

and 0.9respectively, and the number of turns increases with 200 in turn. The crack 

width of the two holes increases irregularly with the increase of turns until 

fracture, and the data is only collected before fracture. 

Number of revolutions A/mm B/mm C/mm D/mm 

13000 0.6 0.9 0.9 0.9 

13200 0.6 0.9 0.9 1 

13400 0.7 1 1.1 1 

13600 0.8 1 1.1 1.05 

13800 0.8 1.2 1.2 1.05 

14000 0.8 1.3 1.2 1.05 

14200 0.8 1.3 1.3 1.1 

14400 0.9 1.3 1.3 1.3 

14600 1.5 1.5 1.5 1.5 

14800 1.5 1.5 1.6 1.5 

15000 1.5 1.5 1.6 1.5 

15200 1.7 1.8 1.8 1.9 

15400 1.8 2 2 2 

15600 1.9 2.1 2 2.1 

15800 2 2.1 2.2 2.1 

16000 2.1 2.2 2.2 2.2 

16200 2.2 2.2 2.4 2.3 

16400 2.2 2.3 2.4 2.4 

16600 2.3 2.4 2.4 2.4 

16800 2.3 2.5 2.5 2.5 

17000 2.4 2.5 2.5 2.5 

17200 2.5 2.7 2.7 2.6 

17400 2.6 3 3 2.8 

17600 2.8 3.1 3.1 2.9 

17800 2.9 3.2 3.2 3 

18000 3 3.4 3.3 3.1 

18200 3.2 3.6 3.5 3.3 

18400 3.5 4 4 3.5 

18600 3.7 4.5 4.7 3.8 

18800 4 4.7 5 4.2 

 

After sorting the database, it contains 30 records and 4 attribute 

values. The attribute values are A, B, C, and D respectively. Among 

them, there are missing data in the four attribute values. 

 

Tab. 4. For the plate specimen with two holes, the two sides of the crack of the 

first data are A, B, C and D respectively, the initial crack lengths are 0.1, 0.1, 0 

and 0.1respectively, and the number of turns increases with 500 in turn. The crack 

width of the two holes increases irregularly with the increase of turns until 

fracture, and the data is only collected before fracture. 

Number of revolutions A/mm B/mm C/mm D/mm 

15000 0.1 0.1 0 0.1 

15500 0.1 0.1 0 0.1 

16000 0.2 0.2 0.1 0.1 

16500 0.2 0.2 0.1 0.1 

17000 0.3 0.3 0.2 0.2 

17500 0.4 0.4 0.2 0.2 

18000 0.4 0.4 0.2 0.2 

18500 0.5 0.4 0.3 0.2 

19000 0.5 0.5 0.4 0.3 

19500 0.6 0.5 0.4 0.3 

20000 0.6 0.5 0.4 0.3 

20500 0.6 0.6 0.5 0.3 

21000 0.7 0.7 0.5 0.4 

21500 0.7 0.8 0.6 0.4 

22000 0.8 0.9 0.6 0.4 

22250 0.9 0.9 0.6 0.5 

22500 1 1 0.7 0.5 

23000 1.1 1.1 0.8 0.6 

23500 1.3 1.2 0.9 0.7 

24000 1.4 1.3 1 0.8 

24500 1.5 1.4 1 0.9 

25000 1.6 1.5 1.1 1 

25500 1.7 1.6 1.2 1.1 

26000 1.8 1.6 1.2 1.2 
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26500 1.9 1.7 1.4 1.3 

27000 2 1.9 1.6 1.4 

27500 2 2.1 1.8 1.6 

28000 2.2 2.3 1.9 1.8 

28500 2.4 2.4 2.1 1.8 

29000 

29500 

30000 

30500 

31000 

31500 

32000 

32500 

2.6 

2.8 

3 

3.1 

3.3 

3.5 

3.9 

4.4 

2.6 

2.8 

3 

3.2 

3.4 

3.6 

4 

5 

2.2 

2.3 

2.5 

2.7 

2.9 

3.1 

3.5 

4.1 

1.9 

1.9 

2 

2.2 

2.4 

2.6 

3 

3.4 

 

Because the number of turns has no effect on the experiment, the 

interval of the number of turns between the second group of data 

and the first group of data is different. The number of turns 

increases by 500 in turn. The cracks of the two holes increase 

irregularly with the increase of the number of turns until fracture. 

The data is only collected before fracture. There are 36 groups of 

data in this data set. 

For the first data, the values in the four attribute values are 

divided into different intervals. The data in  0,1 in A is recorded as

1A , the data in  1.1,2 is recorded as
2A , and the data in  2.1,3 is 

recorded as
5A , the data in is denoted as , the data in is denoted as , 

and similarly, we can see that there are five cases of
1 2 3 4 5, , , ,B B B B B

in attribute B, and in attribute C there are five cases of

1 2 3 4 5, , , ,C C C C C . There are five cases of
1 2 3 4 5, , , ,D D D D D in the 

attribute D, so the table is changed to the following form: 

 
Tab. 5. For the data belonging to [0,1] in a, all are replaced with A1, and the data 

belonging to [1.1,2] are replaced with A2, and so on, all the data in a, B, C and D 

are replaced with tags related to attribute values a, B, C and D, so as to calculate 

the probability of each interval. 

Number of revolutions A/mm B/mm C/mm D/mm 

13000 A1 B1 C1 D1 

13200 A1 B1 C1 D1 

13400 A1 B1 C2 D1 

13600 A1 B1 C2 D2 

13800 A1 B2 C2 D2 

14000 A1 B2 C2 D2 

14200 A1 B2 C2 D2 

14400 A1 B2 C2 D2 

14600 A2 B2 C2 D2 

14800 A2 B2 C2 D2 

15000 A2 B2 C2 D2 

15200 A2 B2 C2 D2 

15400 A2 B2 C2 D2 

15600 A2 B3 C2 D3 

15800 A2 B3 C3 D3 

16000 A3 B3 C3 D3 

16200 A3 B3 C3 D3 

16400 A3 B3 C3 D3 

16600 A3 B3 C3 D3 

16800 A3 B3 C3 D3 

17000 A3 B3 C3 D3 

17200 A3 B3 C3 D3 

17400 A3 B3 C3 D3 

17600 A3 B4 C4 D3 

17800 A3 B4 C4 D3 

18000 A3 B4 C4 D4 

18200 A4 B4 C4 D4 

18400 A4 B4 C4 D4 

18600 A4 B5 C5 D4 

18800 A4 B5 C5 D5 

 

Same as the previous data classification principle, the four 

attribute values are divided according to the interval, and each value 

is represented by the corresponding symbol to replace the original 

specific number, which is used to calculate the proportion of each 

interval in each attribute for future calculation. 

 
Tab. 6. For the data belonging to [0,1] in a, all are replaced with A1, and the data 

belonging to [1.1,2] are replaced with A2, and so on, all the data in a, B, C and D 

are replaced with tags related to attribute values a, B, C and D, so as to calculate 

the probability of each interval. 

Number of revolutions A/mm B/mm C/mm D/mm 

15000 A1 B1 C1 D1 

15500 A1 B1 C1 D1 

16000 A1 B1 C1 D1 

16500 A1 B1 C1 D1 

17000 A1 B1 C1 D1 

17500 A1 B1 C1 D1 

18000 A1 B1 C1 D1 

18500 A1 B1 C1 D1 

19000 A1 B1 C1 D1 

19500 A1 B1 C1 D1 

20000 A1 B1 C1 D1 

20500 A1 B1 C1 D1 

21000 A1 B1 C1 D1 

21500 A1 B1 C1 D1 

22000 A1 B1 C1 D1 

22500 A1 B1 C1 D1 

23000 A2 B2 C1 D1 

23500 A2 B2 C1 D1 

24000 A2 B2 C1 D1 

24500 A2 B2 C1 D1 

25000 A2 B2 C2 D1 

25500 A2 B2 C2 D2 

26000 A2 B2 C2 D2 

26500 A2 B2 C2 D2 

27000 A2 B2 C2 D2 

27500 A2 B3 C2 D2 

28000 A3 B3 C2 D2 

28500 A3 B3 C3 D2 

29000 

29500 

30000 

30500 

31000 

31500 

32000 

32500 

A3 

A3 

A3 

A4 

A4 

A4 

A4 

A5 

B3 

B3 

B3 

B4 

B4 

B5 

B5 

B5 

C3 

C3 

C3 

C3 

C3 

C4 

C4 

C5 

D2 

D2 

D2 

D3 

D3 

D3 

D3 

D3 

 

Combining the fatigue crack damage data of aviation aluminum 

alloy structure, we plan to find a reasonable and practical algorithm 

for data filling, the missing data used in the experiment are all the 

data sets obtained by manually removing the initial data, and the 

missing data sets used in this article are as follows : 

 
Tab. 7. A random deletion operation is performed on a few rows of the first set of 

raw data. The random deletion here means that one of the four values in a row of 

data is randomly deleted in the original data and then marked. The following table 

shows four lines of data randomly deleted. 

Number of revolutions A/mm B/mm C/mm D/mm 

14000 A1 ？ C2 D2 

15600 A2 B3 ？ D3 

17200 ？ B3 C3 D3 

18600 A4 B5 C5 ？ 

 

The following table shows the data sets with missing data 

obtained from the second group of data : 

 

Tab. 8.Randomly delete several lines of the second group of original data. The 

random deletion here is the same as the random deletion in the first group. The 
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following table shows the four lines of data after random deletion. 

Number of revolutions A/mm B/mm C/mm D/mm 

17000 A1 ？ C1 D1 

23000 A2 B2 ？ D1 

28000 ？ B3 C2 D2 

32500 A5 B5 C5 ？ 

5. Data filling 

5.1 Introducing Bayes' Theorem 

First, substitute the Bayesian formula required for data filling. 

Then divide the sample data into
1,..., LA A and other parts. For any 

event in the sample space, there are 

 

1

( ) ( | )
( | ) , 1,2,...,

( ) ( | )

k k
k L

i i

i

P A P A
P A k L

P A P A
=

= =








        (7) 

( )kP A is the prior probability, and ( | )kP A  is the posterior 

probability. ( )kP A is easy to calculate from the data, and assuming 

that the attributes are independent of each other, so ( | )kP A  can 

also be calculated. Assuming that there are N attributes in the 

sample, and is divided into
1 2( , ,..., )n=    , any

n is divided into

, 1,2,...,kA k L= , the following formula can be obtained 

1

1

( | ) ( | )
M

k j k

j

P A P A
−

=

=                  (8) 

5.2 Calculating the probability of missing values 

This part is implemented by Python. First, input the data used, 
and then preprocess the data to calculate the probability of each 

attribute value and the conditional probability between it and other 
attribute values. Then, input other known values of the missing 
value line to get the probability of each interval of the missing value. 

The flow chart is shown in Figure 1： 

 

 
Fig. 1. After importing data, the data is preprocessed, which divides the data into 

intervals and calculates the probability of each value and the conditional 

probability of each value and other values. Finally, the unknown data is predicted 

by inputting known data and the probability of predicting each value is obtained. 

 

First, calculate the probability of each interval that needs to be 
used to fill in the missing data among the four attribute values, 
namely: 

 
Tab. 9. The data is divided into intervals, and the original data is replaced by the 

name of the interval after division, and the proportion of each interval of the first 

data in the total interval length is calculated. 

1( )P A  4/15 1( )P B  2/15 1( )P C  1/15 1( )P D  1/10 

2( )P A  7/30 2( )P B  3/10 2( )P C  2/5 2( )P D  1/3 

3( )P A  11/30 3( )P B  1/3 3( )P C  3/10 3( )P D  2/5 

4( )P A  2/15 4( )P B  1/6 4( )P C  1/6 4( )P D  2/15 

5( )P A  0 5( )P B  1/15 5( )P C  1/15 5( )P D  1/30 

 

Tab. 10. The data is divided into intervals, and the original data is replaced by the 

name of the interval after division, and the proportion of each interval of the 

second data in the total interval length is calculated. 

1( )P A  4/9 1( )P B  4/9 1( )P C  5/9 1( )P D  7/12 

2( )P A  5/18 2( )P B  1/4 2( )P C  7/36 2( )P D  5/18 

3( )P A  5/36 3( )P B  1/6 3( )P C  1/6 3( )P D  5/36 

4( )P A  1/9 4( )P B  1/18 4( )P C  1/18 4( )P D  0 

5( )P A  1/36 5( )P B  1/12 5( )P C  1/36 5( )P D  0 

 

Then combine the prior probability to calculate the conditional 

probability between each attribute; 

Finally, calculate the posterior probabilities of the missing array 
of the first set of data. Since the attributes of A, B, C,and D are 
considered to be independent of each other, the naive Bayes method 
can be used directly, and then: 

Fill in the missing data in the first row: 

1 1 2 2

1 1 2 2 1

1 2 2

1 1 1 2 1 2 1

1 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P B A C D

P B P A C D B

P A C D

P B P A B P C B P D B

P A C D

=

=

          (9) 

2 1 2 2

2 1 2 2 2

1 2 2

2 1 2 2 2 2 2

1 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P B A C D

P B P A C D B

P A C D

P B P A B P C B P D B

P A C D

=

=

          (10) 

3 1 2 2

3 1 2 2 3

1 2 2

3 1 3 2 3 2 3

1 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P B A C D

P B P A C D B

P A C D

P B P A B P C B P D B

P A C D

=

=

          (11) 

Fill in the missing data in the second row: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

input data 

divide the data intoA1,A2,…D5 

calculate the probability of each 

value in the attribute 

calculate the probability of each 

value in the attribute 

input known data to predict 

unknown data 

calculate the 

conditional probability 

of each value and 

other values 

the output predicts 

the probability of 

each value 
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1 2 3 3

1 2 3 3 1

2 3 3

1 2 1 3 1 3 1

2 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (12) 

2 2 3 3

2 2 3 3 2

2 3 3

2 2 2 3 2 3 2

2 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (13) 

3 2 3 3

3 2 3 3 3

2 3 3

3 2 3 3 3 3 3

2 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (14) 

4 2 3 3

4 2 3 3 4

2 3 3

4 2 4 3 4 3 4

2 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (15) 

Fill in the missing data in the third row: 

1 3 3 3

1 3 3 3 1

3 3 3

1 3 1 3 1 3 1

3 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (16) 

2 3 3 3

2 3 3 3 2

3 3 3

2 3 2 3 2 3 2

3 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (17) 

3 3 3 3

3 3 3 3 3

3 3 3

3 3 3 3 3 3 3

3 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (18) 

4 3 3 3

4 3 3 3 4

3 3 3

4 3 4 3 4 3 4

3 3 3

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (19) 

Fill in the missing data in the fourth row: 

3 4 5 5

3 4 5 5 3

4 5 5

3 4 3 5 3 5 3

4 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (20) 

4 4 5 5

4 4 5 5 4

4 5 5

4 4 4 5 4 5 4

4 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (21) 

5 4 5 5

5 4 5 5 5

4 5 5

5 4 5 5 5 5 5

4 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (22) 

In the specific calculation process, the denominator value is the 

same in the calculation process of each missing value, that is, each 

numerator is different, and the denominator is the same. Then the 

proportion of the numerator is the proportion of the value in the 

whole attribute. Take the second behavior of the missing array of 

the first group of data as an example, because C has 5 attributes

1 2 3 4 5, , , ,C C C C C , that is, the sum of all attribute probabilities of C is 

1, so the value of 
2 3 3( , , )P A B D  does not need to be calculated 

specifically, and it has no effect on the result. Other formulas have 

the same characteristics too. By implementing the calculation 

process in Python, the interval probability corresponding to each 

missing value can be obtained, after calculation, the posterior 

probability of the first group of missing arrays is as follows: 

 

Tab. 11. Fill in the previous table with data vacancy, calculate the probability of 

all possible values of each vacancy, and compare with the original data. 

Number of 

revolutions 
14000 15600 17200 18600 

A/mm 

A1 — — 0 — 

A2 — — 0.0679 — 

A3 — — 0.9321 — 

A4 — — 0 — 

B/mm 

B1 0.1066 — — — 

B2 0.8934 — — — 

B3 0 — — — 

B4 0 — — — 

B5 0 — — — 

C/mm 

C1 — 0 — — 

C2 — 0.0403 — — 

C3 — 0.9597 — — 

C4 — 0 — — 

C5 — 0 — — 

D/mm D1 — — — 0 
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D2 — — — 0 

D3 — — — 0 

D4 — — — 0.5531 

D5 — — — 0.4469 

 
As the first group of data missing arrays, the probability of each 

region used to fill in missing data in four attribute values is 
calculated first, and then the conditional probability between each 
attribute is calculated by combining the prior probability. Fill the 
missing array of the second set of data. 

Fill in the missing data in the first row: 

1 1 1 1

1 1 1 1 1

1 1 1

1 1 1 1 1 1 1

1 1 1

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P B A C D

P B P A C D B

P A C D

P B P A B P C B P D B

P A C D

=

=

          (23) 

2 1 1 1

2 1 1 1 2

1 1 1

2 1 2 1 2 1 2

1 1 1

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P B A C D

P B P A C D B

P A C D

P B P A B P C B P D B

P A C D

=

=

          (24) 

Fill in the missing data in the second row: 

1 2 2 1

1 2 2 1 1

2 2 1

1 2 1 2 1 1 1

2 2 1

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (25) 

2 2 2 1

2 2 2 1 2

2 2 1

2 2 2 2 2 1 2

2 2 1

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (26) 

3 2 2 1

3 2 2 1 3

2 2 1

3 2 3 2 3 1 3

2 2 1

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P C A B D

P C P A B D C

P A B D

P C P A C P B C P D C

P A B D

=

=

          (27) 

Fill in the missing data in the third row: 

1 3 2 2

1 3 2 2 1

3 2 2

1 3 1 2 1 2 1

3 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (28) 

2 3 2 2

2 3 2 2 2

3 2 2

2 3 2 2 2 2 2

3 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (29) 

3 3 2 2

3 3 2 2 3

3 2 2

3 3 3 2 3 2 3

3 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (30) 

3 3 2 2

3 3 2 2 3

3 2 2

3 3 3 2 3 2 3

3 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (31) 

4 3 2 2

4 3 2 2 4

3 2 2

4 3 4 2 4 2 4

3 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (32) 

5 3 2 2

5 3 2 2 5

3 2 2

5 3 5 2 5 2 5

3 2 2

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P A B C D

P A P B C D A

P B C D

P A P B A P C A P D A

P B C D

=

=

          (33) 

Fill in the missing data in the fourth row: 

2 5 5 5

2 5 5 5 2

5 5 5

2 5 2 5 2 5 2

5 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (34) 

3 5 5 5

3 5 5 5 3

5 5 5

3 5 3 5 3 5 3

5 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (35) 

4 5 5 5

4 5 5 5 4

5 5 5

4 5 4 5 4 5 4

5 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (36) 
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5 5 5 5

5 5 5 5 5

5 5 5

5 5 5 5 5 5 5

5 5 5

( | , , )

( ) ( , , | )

( , , )

( ) ( | ) ( | ) ( | )

( , , )

P D A B C

P D P A B C D

P A B C

P D P A D P B D P C D

P A B C

=

=

          (37) 

After calculation, the posterior probability of the second missing 
array is as follows: 

 
Tab. 12. Fill in the previous table with data vacancy of the missing array of the 

second set of data , calculate the probability of all possible values of each vacancy, 

and compare with the original data. 

Number of 

revolutions 
17000 23000 28000 32500 

A/mm 

A1 — — 0 — 

A2 — — 0.0100 — 

A3 — — 0.0333 — 

A4 — — 0 — 

A5 — — 0 — 

B/mm 

B1 0.4667 — — — 

B2 0 — — — 

B3 0 — — — 

B4 0 — — — 

B5 0 — — — 

C/mm 

C1 — 0.0296 — — 

C2 — 0.0204 — — 

C3 — 0 — — 

C4 — 0 — — 

C5 — 0 — — 

D/mm 

D1 — — — 0 

D2 — — — 0 

D3 — — — 0 

D4 — — — 0.0333 

D5 — — — 0 

 

5.3  Filling data with mean method 

Because the characteristics of the data increase in turn, some 

people will use the method of mean to fill the data. The data in this 
paper can also be filled with the method of mean. Take the first 
group of missing arrays as an example, the missing values are B2 
before and after. If we use the method of mean to fill the data, it will 
make the data lose diversity and the result is not accurate enough, 
but the probability of B1 and B2 can be obtained by Bayesian 
method, which can improve the diversity of data, and researchers 
can choose the data according to their needs. Comparing the two 
results, we can find that the filling results of Bayesian method are 

more accurate. 
Compared with the original data, it can be found that the 

calculation method has high accuracy and can predict multiple 
interval probabilities. Because the amount of data used in this paper 
is small and the data repetition rate is low, it needs to segment the 
interval. If the amount of data repetition rate is high and the 
characteristics are obvious, it can accurately predict the specific 
value, which has a certain reference value for data filling. 

6. Conclusion 

In this paper, Bayesian theory is used to establish a missing value 
filling model based on the fatigue crack growth data of aviation 
aluminum alloy, and the accuracy of the model is verified by 
comparing the filled data with the original data. The model is 
established for the small data in this paper, and the data with large 
amount of data can be modified appropriately. The calculation 
process of the model is simple, it is easy to understand and has high 

accuracy, and can predict the probability of different values. The 
study of missing values for practical problems has a very important 
reference value, and can be extended to the missing sample set of 
three-dimensional data. 
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