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 Speech separation is to separate the interesting target speech from the mixed speech signal and improve the speech 

quality. In view of the fact that the time-frequency feature of speech has a global correlation, this paper proposes a 

method of introducing self-attention mechanism based on CNN-BLSTM to realize the task of speech separation. 

Combined with the self-attention mechanism, this method optimizes the deep time-frequency features extracted by 

CNN-BLSTM, so that the time-frequency units dominated by target speech get more attention, so as to better 

distinguish the time-frequency units of clean speech and noise, so as to improve the effect of speech separation. 

Experiments are carried out on TIMIT data sets, and two indexes, signal-to-noise ratio (source-to-distortion ratio, 

SDR) and short-term intelligibility (short-time objective intelligibility, STOI), are used to evaluate. The 

experimental results show that the overall separation performance of the model with the self-attention mechanism 

is significantly improved. 

 

 

 

Published by Y.X.Union. All rights reserved. 

Keywords： 

Speech separation  

self-attention mechanism  

CNN-BLSTM  

time-frequency unit 

speech signal 

 

 

1. Introduction 

Voice interaction is widely used in daily life, but in the process of 

interaction, the speech signal mixed with noise will reduce the 

accuracy of information transmission. In real life, in addition to the 

voice of the target speaker, there are usually other voices of the 

speaker [1]. For noisy speech signals, speech separation technology 

can improve the performance of speech interaction and improve the 

quality of speech signals. Therefore, how to separate the target 

speech from noise has become a research focus. 

Speech separation methods in the time-frequency domain can be 

divided into two categories: traditional methods and deep learning 

methods. The traditional methods are based on signal processing [2-4], 

based on computational auditory scene analysis[5] and based on 

shallow models [6-8], but none of them can learn the deeper nonlinear 

features in speech data automatically. it is highly dependent on 

feature selection, so it is difficult to meet the application in real life. 

The deep learning method can effectively learn the deep 

representation of the original speech data, the requirement of feature 

selection is not high, and can use the nonlinear mapping ability to 

achieve the extraction of noisy speech to a pure speech, which is 

more in line with the real application scene. Therefore, the method 

based on deep learning has gradually become the mainstream 

method of speech separation technology. 

Due to the speech signal having an obvious Spatio-temporal 

structure and nonlinear relationship, the deep learning algorithm 

represented by Deep Neural Network (Deep Neural Network, DNN) 

has a multi-level nonlinear processing structure and is good at 

mining deep information in speech data, which significantly 

improves the performance of speech separation[9]. In 2014, the 

algorithm of applying DNN to speaker separation task was proposed 

by HUANG et al for the first time[10]. The masking function is 

added to the original output layer of the network as an additional 

processing layer, and the target speech amplitude spectrum is 

estimated from the mixed speech amplitude spectrum by 

time-frequency masking. In 2015, HUI et al proposed a CNN model 

using Maxout as the activation function, which separates speech by 

estimating the IRM of time-frequency units[11]. In 2018, 

NAITHANI et al proposed a new loss function based on LSTM, 

which significantly improves the performance under the application 

of low delay and optimizes the objective intelligibility[12]. In the 

same year, EPHRAT et al fused video streams in the AV model to 

improve separation performance by making use of the high 

temporal correlation between auditory information and visual 

information[13]. In 2019, WANG et al.[14] integrated voiceprint 

recognition to obtain a priori information to improve the speech 

quality of the target speaker. In 2021, Guo et al.[15] further improved 

the speech quality and intelligibility of target speech by reducing the 

structure of LSTM units combined with attention mechanism and 
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suppressing the influence of noise-dominated time-frequency units 

on the separation effect. 

In recent years, deep learning method has shown great potential 

in solving the task of speaker separation, but it can not well take 

into account the global correlation of speech time-frequency 

features, which will affect the speech quality after separation to a 

certain extent. In order to solve the above problems, this paper 

proposes a method of introducing self-attention mechanism into the 

CNN-BLSTM model, which can effectively pay attention to the 

global correlation of input speech features in the time-frequency 

domain. Finally, the quality of the speech after separation and 

reconstruction is measured by experiments, and the separation 

performance of the method is evaluated objectively. 

2. Data processing 

2.1 Time-frequency decomposition 

The daily collected speech signal is a time-domain waveform 

signal, so it is difficult to find the frequency characteristics of the 

speech signal. In this paper, short-time Fourier transform (STFT) is 

used for time-frequency decomposition, and the one-dimensional 

time-domain signal is transformed into a two-dimensional 

time-frequency signal by framing, windowing and fast Fourier 

transform. STFT such as Formula (1). 

 
𝑆𝑇𝐹𝑇(𝑡, 𝑓) = ∫ [𝑧(𝜇)𝑔(𝜇 − 𝑡)]e−𝑗2𝜋𝑓𝜇𝑑𝜇

+∞

−∞

 (1) 

In the formula, g (t) denotes the window function, and 

𝑺𝑻𝑭𝑻(𝒕, 𝒇) is a one-dimensional time-domain signal, the t-frame of 

the time frame and the short-time Fourier transform coefficient of 

the f-band. 

2.2 Feature extraction 

The selection of features has a great influence on the final 

separation effect of mixed speech. In this paper, STFT is used to 

decompose the speech signal in time-frequency. Each 

time-frequency obtained contains complex real and imaginary parts, 

both of which are used as inputs to the model. 

2.3 Separate target 

In this paper, the ideal floating masking (Complex ideal ration 

mask, cRM) in complex domain considering the phase information 

of speech signal is used as the training target[16]. CRM has real and 

imaginary parts, so estimate them separately, such as (2) and (3). 

 
 𝑀𝑟 =

𝑋𝑟𝑌𝑟 + 𝑋𝑖𝑌𝑖

𝑋𝑟
2 + 𝑋𝑖

2    (2) 

 
𝑀𝑖 =

𝑋𝑟𝑌𝑖 − 𝑋𝑖𝑌𝑟

𝑋𝑟
2 + 𝑋𝑖

2  (3) 

Where the real parts of 𝑋𝑟 and 𝑌𝑟 are the real parts of X and Y 

respectively, and the imaginary parts of 𝑋𝑟 and 𝑌𝑟  are the 

imaginary parts of X and Y, respectively. X is the STFT coefficient 

of the mixed speech at the time frame t and the time-frequency unit 

of the frequency f, and Y is the STFT coefficient of the target speech 

in the corresponding time-frequency unit. 

𝑀𝑟 and 𝑀𝑖 are usually between -1 and 1, which makes it more 

difficult to estimate. Therefore, this article uses the sigmoid 

function to compress the value between [0,1]. 

After obtaining the cRM, combined with the phase information of 

the original mixed speech, the speech waveform signal is 

reconstructed by inverse short-time Fourier transform. 

3. Model building 

3.1 Separate model framework 

This section uses the SACNN-BLSTM method to separate the 

mixed speech of two speakers, and constructs a speech separation 

framework, as shown in fig.1. Take the features of the mixed speech 

after STFT as the input of inflated convolution, extract the local 

correlation of the input features, connect the bi-directional LSTM 

network, obtain the long-term dependence of speech time-frequency 

features, and then take the output of the BLSTM layer as the input 

of the self-attention layer, pay attention to the important global 

correlation, calculate the weight for the time-frequency, and assign 

values to the important time-frequency features, so as to get a more 

accurate classification. After the estimated two speakers' 

independent complex domain time-frequency masking (cRM) is 

obtained and multiplied by the input mixed, the respective 

spectrograms of the two speakers are obtained, and then the inverse 

Fourier transform is performed to get a clean speech waveform 

signal. 

STFT

SACNN-BLSTM Model

cRM

*

Spectrogram

clean speech 

waveform signal

ISTFT

cRM

*

Spectrogram

clean speech 

waveform signal

ISTFT

 

Fig. 1 Separate model framework 

3.2 SACNN-BLSTM model 

The SACNN-BLSTM model is formed by integrating the 

attention mechanism into the compound model formed by the 

combination of Dilated CNN and BLSTM. The network structure 

diagram is shown in fig.2. In this model, Dilated CNN has the 

characteristics of weight sharing and local connection, which can 

capture the local correlation of data features while reducing the 

number of network parameters. Moreover, Dilated CNN can 

increase the receptive field without increasing the number of 

parameters. The BN layer normalizes the calculated results of the 

convolution layer in batch to speed up the speed of network training 

and convergence. There is relevance before and after the time series 

data. BLSTM can effectively obtain the context information of the 

data through the memory function, and realize the feature extraction 

of long-time dependent data. 
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Fig. 2 SACNN-BLSTM model network structure 

The self-attention mechanism[17] can further optimize the features 

of the BLSTM output, calculate the similarity between the input 

speech time-frequency units, use the Softmax function to normalize 

the score and give weight to the features, and pay attention to the 

global correlation of the frequency latitude. Due to the result of one 

operation is not accurate and can not well distinguish the 

time-frequency characteristics between the two signals, the 

multi-head attention mechanism is adopted in the SACNN-BLSTM 

model, the self-attention with 8 heads is used for parallel operation, 

and the calculated weights of 8 times are superimposed to obtain 

more accurate weight coefficients. The input matrix is mapped to 

different subspaces, and the data is encoded in the form of scaled 

point product, so as to realize the repeated calculation and weight 

superposition of the similarity between the input time-frequency 

units. so that there is a clear distinction between the speech signals 

of two different speakers. Therefore, the self-attention mechanism is 

introduced into the CNN-BLSTM network structure for modeling, 

and a more accurate time-frequency masking after separation will 

be obtained. 

4. Experiment and result analysis 

4.1 Experimental data 

The pure speech data set used in this experiment is the TIMIT 

benchmark corpus. The speech of two different speakers is 

randomly selected from the TIMIT as clean speech, and the two 

voices are randomly mixed to generate 11000 mixed speech, of 

which 8000 are used as the training set and 3000 as the verification 

set. The training set does not coincide with the test set, and the test 

set randomly selects two clean voices to generate 100 mixed speech 

and tests the model performance and generalization ability. 

4.2 Data preprocessing 

In order to generate a speech separation model independent of the 

speaker. Firstly, the pure speech signal in the TIMIT data set is 

divided into 3 seconds. The speech signals of two different people 

are randomly mixed and used as the mixed speech needed in the 

experiment. The mixed audio is sampled with the sampling 

frequency of 16KHZ. As long as the single channel is used, the 

length of the 25ms Hanning window is 10ms and the step size is 

10ms. Each time-frequency of the short-time Fourier transform 

(STFT) contains a complex real imaginary part as input. 

4.3 Hyperparameter setting 

The Learning rate, Epochs, Batch size, Optimizer and Dropout settings for 

the SACNN-BLSTM model are shown in Tab.1. 

Tab.1 Hyperparameter setting 

Hyperparameter Set up 

Learning rate 0.001 

Epochs 100 

Batch size 8 

Optimizer  Adam 

Dropout 0.5 

4.4 Evaluation criteria 

The use of different evaluation indicators has different effects on 

the evaluation results. The evaluation index of speech separation 

effect is mainly divided into two categories: signal aspect and 

perception aspect[18]. 

In the aspect of the signal, signal-to-noise ratio 

(signal-to-distortion ratio, SDR) is generally used, which is one of 

the commonly used performance standards and reflects the overall 

separation performance. The larger the SDR value, the better the 

separation effect. The formula is defined as formula (4). 

 
𝑆𝐷𝑅 = 10𝑙𝑜𝑔10 (

∥∥𝑠target ∥∥
2

∥∥𝑒interf + 𝑒noise + 𝑒artif ∥∥
2) (4) 

In the formula，𝑠target is the real target voice，𝑒interf is the error 

disturbed by other sources，𝑒noise is due to the error caused by the 

noise，𝑒artif is the interference error of the system itself. 

In terms of perception, short-term objective intelligibility 

(short-time objective intelligibility, STOI) is generally used as an 

evaluation index[19]. The value range of STOI index is between [0,1]. 

The higher the value is, the better and clearer the intelligibility of 

the speech is. The calculation formula is shown in (5). 

 
𝑆𝑇𝑂𝐼 =

1

𝑇𝐹
∑  

𝐹

𝜎=1

∑  

𝑇

𝜏=1

𝑟𝑚,𝑘(𝑡) (5) 

In the formula, 𝑇 is the total number of frequency bands; 𝐹 is 

the total number of Fram; 𝑟 is the local correlation coefficient of 

the time-frequency point. 

4.5 Results and analysis 

This section implements a multi-speaker separation algorithm 

based on deep learning, compares the advantages and disadvantages 

of the proposed algorithm (SACNN-BLSTM) and the traditional 

deep neural network algorithm (CNN-BLSTM) from two aspects of 

signal and perception, and uses bold to mark better experimental 

results. Among them, SDR is mainly used to analyze the overall 

performance of the speech separation algorithm, and STOI is used 

to measure speech articulation after separation and reconstruction. 

Tab. 2 Average SDR of different methods 

Model SDR(dB) STOI 

CNN-BLSTM 10.74 0.96 

SACNN-BLSTM 11.50 0.96 

It can be seen from Tab.2 that the SDR of the SACNN-BLSTM 
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model is significantly higher than that of the baseline model, and on 

this basis, the STOI values are basically the same, which shows that 

it is feasible to use the SACNN-BLSTM model for multi-speaker 

separation tasks. This model can improve the overall separation 

performance of the model without changing the short-term 

intelligibility of speech, and significantly improve the quality of 

clean speech signal after separation and reconstruction to a certain 

extent. 

Tab. 3 Average SDR of different gender mixtures 

Model CNN-BLSTM SACNN-BLSTM 

Gender SDR(dB) STOI SDR(dB) STOI 

Male- Male 11.48 0.97 11.51 0.97 

Female-Female 9.85 0.95 10.58 0.95 

Male-Female 11.11 0.96 12.08 0.96 

Tab.3 lists the SDR and STOI values of the SACNN-BLSTM 

model and the CNN-BLSTM model proposed in this paper, 

respectively, in the case of mixed speech of male and male speakers, 

the mixed speech of male and female speakers, and mixed speech of 

female and female speakers. In any case, the separated speech 

obtained by the SACNN-BLSTM model is significantly higher than 

that obtained by the CNN-BLSTM model. It is proved that the 

method proposed in this paper is feasible and effective. 

According to the analysis in Tab.3, the mixed speech formed by 

the clean speech mixing of speakers of different genders is 

separated by the same separation model, and the quality of the 

separated speech signal is different. Among them, the mixed speech 

formed by the clean speech of the female speaker and the clean 

speech of the other speakers of the same sex, the speech signal 

obtained after the separation model has the worst overall separation 

performance and short-term intelligibility in the mixing of male and 

male speakers, male and female speakers and female and female 

speakers. 

In the SACNN-BLSTM model, the difference between the mixed 

speech of female and female speakers and the separated speech 

signal of male and female speakers with the highest SDR value is 

1.5 (dB), and that of the separated speech signal of male and male 

speakers with the highest STOI value is 0.02. Among them, the 

mixed speech combination with the best overall separation 

performance is male and female, and the SDR is as high as 12.08 

(dB). The mixed speech combination with the best short-term 

intelligibility of separated and reconstructed speech is male and 

male, with a value of 0.97. It can be seen that both signal 

optimization and perception can be considered in the future, that is, 

the values of SDR and STOI are the highest at the same time. 

 

Fig. 3 SDR value analysis of different genders 

 

Fig. 4 Analysis of STOI values of different genders 

Combined with fig.3 and fig.4, we can see that the overall 

separation performance of the SACNN-BLSTM model is always 

significantly higher than that of the CNN-BLSTM model in the case 

of male and male speakers, male and female speakers, female and 

female speakers, or comprehensive speakers. This shows that the 

self-attention mechanism optimizes the deep time-frequency 

features extracted by the neural network, so that the target 

speech-dominated time-frequency unit gets more attention, thus 

suppressing the noise-dominated time-frequency unit, so as to get a 

better separation effect. Therefore, the integration of self-attention 

mechanism in the field of speech separation is effective. 

5. Conclusion 

Considering the time-frequency characteristics of speech signal, 

this paper introduces the self-attention mechanism is introduced into 

the CNN-BLSTM. Through the self-attention mechanism to deal 

with the features extracted by the CNN-BLSTM, we can capture the 

global correlation of speech in the time-frequency domain and pay 

more attention to the time-frequency information dominated by 

target speech. Through the comparative analysis of the evaluation 

indexes of signal and perception, it is shown that this method 

further improves the overall separation performance of 

multi-speaker speech signals. However, the effect of mixed speech 

separation between girls and girls is relatively poor, and there is 

some room for improvement. In the next stage of research, the 

network structure can be improved according to the harmonic 

characteristics of girls' voice to improve the performance of speech 

separation.  
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