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 Due to the existence of adversarial samples, deep neural networks with higher confidence levels are misjudged, 

which poses a great threat to the actual deployment of artificial intelligence systems. Research on the generation 

method of more aggressive adversarial samples can help build a more stable and more safe neural network model. 

Aiming at the problems of the current generation method of adversarial sample methods, such as poor image quality 

and slow generation speed, this paper proposes a method of adversarial sample generation based on the generative 

adversarial network AdvGAN+ on the basis of AdvGAN. Use the generator that generates the adversarial network 

to add small disturbances to the original data, and then add a condition information as a guide. After adding the 

conditional information, the generator and discriminator can converge to the target result faster and generate higher 

quality Image, and the resulting adversarial samples are more aggressive. By comparing with known adversarial 

sample generation algorithms, experiments on the Mnist dataset show that the proposed AdvGAN+ model has 

improved aggression. 

Published by Y.X.Union. All rights reserved. 
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1. Introduction 

Artificial intelligence is a research hotspot in the computer field, 

among which deep learning (e.g., Lecun et al., 2015) and neural 

networks (e.g., Li et al., 2020) have made remarkable achievements, 

and at the same time, security problems of artificial intelligence have 

also arisen. Studies have shown that deep neural networks (e.g., 

Hashimoto et al., 2019) are vulnerable to attacked by adversarial 

samples, which cannot be detected by human beings and greatly 

affect the normal operation of intelligent systems. Therefore, research 

on adversarial samples is of great significance for improving the 

security of neural networks (e.g., Chen et al., 2021). 

By adding small perturbations (e.g., Won et al., 2019) to the data 

set, adversarial samples are formed. The input samples after the 

perturbations will cause the target model with high confidence (e.g., 

Dash et al., 2017) to give an incorrect output. This method of 

deceiving the neural network is called adversarial samples. 

Adversarial sample research has gained close attention in the field of 

security. If artificial intelligence system makes misjudgment, it may 

cause security problems, which pose a great threat to the deployment 

of artificial intelligence system (e.g., Fischer et al., 2021), such as the 

identification of pedestrian road signs by autonomous driving, face 

recognition, security system (e.g., Zhang et al., 2021; Ravi Prakash 

et al., 2021; Gao et al., 2019). The vulnerability of deep learning to 

adversarial samples is not unique, and this phenomenon is common 

in many machine learning models (e.g., You et al., 2021). Therefore, 

in-depth study of adversarial samples will promote the progress of 

the whole field of machine learning. 

At present, adversarial sample generation methods are mainly 

divided into two categories: Optimization based method and gradient 

based method (e.g., Wang et al., 2020). Gradient-based generation 

methods are common, and many scholars have studied adversarial 

samples of deep learning models. For example, Szegedy et al. (e.g., 

Szegedy et al., 2013) added subtle and imperceptible disturbances to 

artificial images to maximize the training of deep learning 

classification model, resulting in classification errors of the network 

model. Goodfellow et al. (e.g., Goodfellow et al., 2015) proposed 

FGSM (Fast Gradient Sign Method) algorithm based on gradient to 

generate adversarial samples. Moosvi-Dezfooli et al. (e.g., Moosavi-

Dezfooli et al., 2016) proposed a DeepFool attack based on the 

generation of adversarial samples classifier decision boundary (e.g., 

Fayed et al., 2021). 

FGSM and Deepfool are two classical attacks adversarial the 

sample generation strategy: one-step attack (e.g., Raaijmakers et al., 

2019) and iterative attack (e.g., Shi et al., 2020), which are relatively 

mailto:mzjinlong@163.com


Y. Zhang et al. / IJAMCE 6 (2023) 117-123 

 

traditional attack methods. On the basis of the original data, by 

constantly accessing the information output of the target 

classification model, constantly computing disturbances, and 

generating new antagonistic samples through superposition. As a 

result, the target classification model will misjudge, and the structure 

and other information of the target classification model need to be 

constantly obtained to calculate the disturbance, which has weak 

practicability and mobility (e.g., Biggio et al., 2012). So we propose 

a Generative Adversarial Networks, GANs based method to generate 

adversarial samples, by adding a conditional information to guide the 

whole process of training to fight the production of samples. 

AdvGAN+ is an improved network model with AdvGAN as the 

original model. This conditional information can be any type of 

auxiliary information, such as the category label of the image or the 

feature distribution information of its classification information (e.g., 

Xu et al., 2021). By adding guidance information, the quality and 

speed of adversarial sample generation can be guaranteed. 

2. Related works  

2.1 Gradient based adversarial sample generation method 

At present, there are many methods to generate countermeasure 

samples. This section will introduce three typical countermeasure 

sample generation methods based on gradient attack strategy: 

(1) Optimization method 

CW (carkini&wagner) attack is an attack method based on 

optimization. It not only ensures high attack accuracy, but also takes 

into account two aspects of low resistance to disturbance. When the 

model gives the wrong classification, it is still imperceptible to the 

human eye. CW attack depends on the initial optimization form of 

countermeasure samples. The problem of image x   finding 

countermeasure samples is defined as minimizeD( , )+x x  , 

Where x   is fixed, and the goal is to find the countermeasure 

disturbance   of minimizing the objective function D( , )+x x . 

The core of generating countermeasure samples is to find 

countermeasure disturbance, which makes the classification model 

misjudge. D   are some distance measurement functions, such as 

0L , 2L , L . 

(2) FGSM 

Goodfellow et al. (e.g., Goodfellow et al., 2015) proposed a high-

dimensional linear space theory (e.g., Lee et al., 2016) to explain the 

phenomenon of adversarial attacks, and proposed a fast gradient 

symbol attack algorithm FGSM. The algorithm uses the first-order 

approximate solution of loss function to generate anti-disturbance. 

For the original image x , the attacker uses the method of maximum 

loss function L ( , y)= x  to generate anti-sample  = +x x  , 

where   represents small disturbance, the samples 
x  after small 

disturbance do not get normal classification results in the target 

classification model, so as to achieve the purpose of adversarial 

attack. This method is called FGSM fast symbol attack. 

(3) DeepFool 

Moosvi-Dezfooli et al. (e.g., Moosavi-Dezfooli et al., 2016) 

proposed the Deepfool method that uses mathematical geometry 

ideas to generate adversarial examples. Look for the smallest 

disturbance r   to move the sample onto the hyperplane. In the 

linear dichotomies problem (e.g., Rasche et al., 2017), DeepFool 

method looks for disturbances perpendicular to the hyperplane, as 

shown in Figure 1. For a function solving the image dichotomies task 
T

( )f W= +x x b , the model correctly predicts the point 0x  to the 

side ( )f 0x , if the attacker wants to adversarial attack on the point, 

making the model incorrectly predict the point 0x   to the side

( )f 0x  we need to add a well-designed counter disturbance at that 

point. The Deepfool method uses mathematical geometry ideas to 

provide a feasible strategy for the method. The distance to the 

classification boundary is regarded as the robustness of the 

classification model to the samples. To generate adversarial samples 

on this basis, the distance needs to be shortened and overcome. 

Therefore, Moosvi-Dezfooli et al. took this distance as the key factor 

to generate anti-disturbance. When the disturbance vector 0x  

slowly pushed the point to the decision boundary, the robustness (e.g., 

Rasche et al., 2017) of the classification model became lower and 

lower until it was no longer robust and misclassification occurred, at 

which time the anti-attack of the classification model was completed. 

      

Fig. 1.. Adversarial disturbance in binary classification tasks 

2.2 Generative Adversarial Network 

In 2014, Goodfellow et al. (e.g., Goodfellow et al., 2014) put 

forward a peculiar network structure—generative adversarial 

network (GAN), which assessment the generation model by 

conducting adversarial training through the generation network and 

the discriminant network. Figure 2 is the network structure of GAN 

network. 
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Fig. 2. The network structure of GAN 

The learning mode of GAN adopts the unsupervised mode in 

machine learning (e.g., Kishore et al., 2022), so that the neural 

network can automatically obtain the structure of the original data, 

the generate sample is not different from the real data. As a generation 

mode of unsupervised learning (e.g., Wei et al., 2015), The structure 

of GAN consists of two parts, including generator model G and 

discriminator model D. Generator model study the real data 

distribution of sample data, and generate the generation of the sample 

with the real data distribution, judging device model responsible for 

judging the generator to generate samples of truth, it is controlled by 

the loss function of the two models by constantly adversarial training 

(e.g., Wei et al., 2019), the resulting data and real data are the same 

generation. The objective functions of G and D can be in the form of 

the maximum and minimum value functions: 
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Where z  is the Gaussian random noise (e.g., Deng et al., 2020), 

Grepresents the generation network, D represents the discriminant 

network, data ( )P x   and z ( )zP  represent the probability distributions 

of the real data and random noise respectively. data Px  and ( )xD  

represent the distribution from real data and the extraction from 

Gaussian random noise respectively. ( )zG   represents the output 

vectors of the discriminant network and the generation network. 

3. Adversarial sample generation method 

3.1 AdvGAN 

In 2018, Chaowei Xiao et al. (e.g., Xiao et al., 2018) proposed a 

novel antagonistic sample generation method AdvGAN. 

 

Fig. 3. The network of AdvGAN 

As shown in Figure 3, an AdvGAN consists of three parts: a 

generator, a discriminator, and a target model. The generator accepts 

the initial input and adds perturbation, and then feeds it into the 

discriminator, which differentiates it from the initial data. 

In classical white box attacks (e.g., Bai et al., 2018), such as 

optimization-based methods and gradiency-based methods, the 

attacker needs to conduct adversarial attacks through the architecture 

and internal functions of the model accessed by white boxes. 

However, by deploying AdvGAN, after the current feed network (e.g., 

Lee et al., 2021) is trained, it can directly add adversarial perturbation 

to the input samples without accessing the model, which improves 

the practicability and mobility of the adversarial samples. 

3.2 AvdGAN+ 

AdvGAN+ model is based on AdvGAN. Unlike AdvGAN model, 

AdvGAN + adds an additional information c to both the generator 

and the discriminator, it can be any information, such as category 

label information or classified image feature data of its target model. 

The network structure of the model is shown in Figure 4, by 

conveying the condition information c to the discriminant model and 

the generation model take as a part of the input layer. The AdvGAN+ 

network model consists of the following parts: a generator G, a 

discriminator D, and a target classification model f. By inputting the 

original image into the generator, the generator generates counter 

disturbances, and then adds adversarial disturbances back to the 

original image. The image information is sent to the discriminator for 

authenticity determination, and finally an adversarial sample with 

high consistency with that real image is generated. 

Input the clean sample x  into G to generate adversarial 

perturbation, then send ( )+ xx G  to D to differentiate the adversarial 

sample from clean image. The purpose of the discriminator D is to 

inspire the generated sample to be imperceptible from the data in the 

original class. At the same time, by adding conditional information c 

to guide the training, the generated results are more realistic. To 

achieve the purpose of deceiving the target model, the generated 

input ( )+ xx G  to the target classification model, where the output 

loss is advL , which indicates the distance between the target attack 

and the target category t, and the target loss function is optimized. 

When the model reaches the optimal value, ( )xG is best to 

adversarial disturbance. 

 

Fig. 4. The network structure of AdvGAN+ 

The objective loss function is divided into three parts: GANL , 

advL , hingeL , represented by: 

  = + +GAN adv hingeL L L L  (2) 

   ( )( )( ) ( )[log 1∣ ∣= + − +GAN x xx c cxL E logD E D x G  (3) 

 ( )( , )∣= +adv z cxL El x G t  (4) 

 hinge 2( )max(0, )∣= −x x cL E G z  (5) 

Among them, the purpose of D is to differentiate the disturbance 

data ( )∣+ cxx G  from x , and the purpose of optimizing the anti-loss 

is to encourage the generated data distribution to be close to the 

original data. The difference from the formula in the original text is 

that the samples in the generator and the discriminator are both with 

the addition of information c, this is conducive to the GAN network 

in the generation process with a goal. 

advL  is the misjudgment loss, the purpose is to make the image 

generated toward the adversarial sample, the effective target attack 

disturbance image is classified as a t-type target, which represents the 

distance between the prediction with the target-type t. 

hingeL   is the hinge loss. Its main purpose is to stabilize the 

training of GAN. z  represents the limit specified by the user and 

can also stabilize the training of GAN. 

4. Experiments 

4.1 Experimental environment 

The experimental platform is Windows7 operating system, CPU is 

Intel (R) Xeon (R) CPU E5-2630 v2 @2.60GHz, running memory is 

64.0GB. The configuration environment of the experiment is 

Tensorflow 1.13.1 and Python 3.7. The public Mnist data set is used 

to verify the feasibility of the generation of adversarial samples. 

4.2 Experimental design 

The Mnist data set has 10 categories. For these categories, three 

methods of DeepFool, FGSM and AdvGAN are used for attack 

testing. LeNet-5 and VGG-16 are used as target classification models.  

In the first stage, the GAN network needs to be trained. The 

purpose is to obtain a trained generator and discriminator, and then 

add the target classification model f to the network to form a complete 
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AdvGAN+ model. In the second stage, the conversion generator is 

started to learn the distribution of real samples, and under the 

guidance of conditional information, small disturbances are added to 

generate adversarial samples. In the training process, the target model 

and the discriminator are trained in turn to ensure that the adversarial 

samples are generated while also ensuring the authenticity of the 

adversarial samples. 

4.3 Experimental results 

In order to evaluate the effectiveness of the attack model 

AdvGAN+, four sets of comparative experiments were set up, 

Optimization method, DeepFool, FGSM and AdvGAN were used to 

train the Mnist dataset to generate adversarial samples, and the results 

were compared by sending the training results to the target 

classification model. Three evaluation criteria were used as the 

indicators of the comparative experiment, the accuracy of the model, 

the quality of generated samples and the time of generated samples. 

Compared with the other three attack strategies, these adversarial 

examples are closer to the distribution of real data.  

Four methods of adversarial attack were used to train the original 

data to generate adversarial samples, and then transferred to the 

unified target model to conduct adversarial attacks. The experimental 

results shown in Table 1 were obtained. The recognition rate in Table 

1 is taken from the average of the results of multiple experiments. In 

multiple experiments, the same Mnist data set is used to train the 

three methods. The comparison of three adversarial sample 

generation algorithms shows that the experimental results show that 

on the Mnist data set, the attack rate of AdvGAN+ is significantly 

improved compared to Deepfool and FGSM. 

Tab. 1. Adversarial sample comparison experiment results. 

Model algorithm 

LeNet-5 VGG-16 

Target model accuracy 

Original 

sample 

Adversarial 

sample 

Original 

sample 

Adversarial 

sample 

Deepfool 0. 9866 0. 3259 0. 9912 0. 2968 

FGSM 0. 9729 0. 2998 0. 9845 0. 2762 

AdvGAN 0. 9905 0. 1283 0. 9812 0. 1478 

AdvGAN+ 0. 9895 0. 1142 0. 9856 0. 1247 

 

The comparison results are shown in Table 2. The FGSM 

algorithm is simple and has a small amount of calculation. It only 

needs one backpropagation and one gradient calculation to generate 

a disturbance, but the attack target cannot be specified, and there is a 

possibility that a disturbance with a bad effect will be generated. 

Deepfool's attack speed is faster than FGSM, and the disturbance is 

smaller than FGSM, but it intelligently looks for disturbances that 

make the sample cross the decision boundary. The attack of 

AdvGAN+ is that the original image adds a small disturbance under 

the guidance of condition information, so that the generated result is 

more realistic, and the attack performance is better than the above 

three algorithms. 

The quality of several images generating countermeasure samples 

and the original images is calculated, and the generation quality of 

countermeasure samples is compared. SSIM method is used. The 

calculation results are shown in Table 3. 

According to the data in the table, comparing the SSIM values of 

each group of pictures, the values of the classical adversarial sample 

generation method are less than the values of advGAN, and the SSIM 

value can effectively judge the visual quality of the generated image. 

The larger the value, the higher the image quality. Therefore, the 

image quality generated by the anti sample generation method of 

advGAN is higher. The condition information is guided by the 

category label information of MNIST data sets 1-9, so that each round 

of generation results proceed in this direction, and the generation 

results are shown in Fig. 5. 

Tab. 2. Generate adversarial sample comparison. 

Model 

algorithm 

Optimization 

method 
FGSM Deelfool AdvGAN AdvGAN+ 

Original 

sample 

     

Adversarial 

sample 

     

Table. 3. SSIM Statistical table. 

    type 

method 

  

Optimization method 0.735 0.721 

FGSM 0.745 0.723 

Deepfool 0.654 0.647 

AdvGAN+ 0.825 0.827 

Tab. 4. SSIM Statistical Table. 

method Optimization 

method 

FGSM Deepfool AdvGAN AdvGAN+ 

Time(s) 8.62 5.54 6.48 0.36 0.14 

 

 

Fig. 5. Generates adversarial sample results of AdvGAN+ 

Since the GAN network itself has the problem of difficulty in 

convergence, it is chosen to increase the number of training rounds 

during training to ensure the true validity of the experiment. The 

experimental results are shown in Figure 6. After many adversarial 

trainings, the loss functions of the generator and the discriminator 

gradually converge, indicating that the generator can generate 

adversarial samples that the discriminator cannot distinguish between 
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true and false, which proves that the model training is completed. 

 

Fig. 6. Network training loss function of AdvGAN+ 

The experimental results are shown in Figure 7. Compared with 

the attack performance of advGAN, the advGAN network model 

with conditional information converges faster and has stronger attack 

effect on the target network. For the countermeasure samples with 

the same number of rounds, its recognition rate is lower, which shows 

that after adding conditional information C, the model is easier to 

generate real and effective countermeasure samples. Therefore, the 

countermeasure samples generated by advGAN can obtain a higher 

attack rate in a shorter time. Through the conclusion analysis and 

comparison, the time required for each generation of 10 

countermeasure samples is analyzed and compared. The results are 

shown in Table 4. 

 

 

Fig. 7. Adversarial Attack Training Results of AdvGAN+ 

Among the classical attack methods, the fastest FGSM method 

takes about 5.54 seconds. The advGAN method based on GAN 

calculates the disturbance and superimposes it with the original 

image. It improves by an order of magnitude based on the classical 

method of generating countermeasure samples, which takes only 0.36 

seconds. The advGAN method mentioned in this paper is faster than 

advGAN because of the addition of condition information c, which 

proves that the attack method in this paper can generate 

countermeasure samples faster after training. 

4.4 Attacks on real-world sample cases 

The above content illustrates the advanced nature of the 

AdvGAN+ attack algorithm. The algorithm also obtained good 

results in real-world attacks. As the adversarial training progresses, 

the generated adversarial samples give wrong judgments in the target 

classification model. The wrong judgment result is shown in Figure 

8. From a visual point of view, the three real traffic signs are turn left, 

turn left and speed limit, but after adding small interference, the label 

information of the image itself has changed, YOLOv3 target 

detection The result of the algorithm is turn left→turn right, turn 

left→pass, speed limit→turn left, giving a wrong judgment. 

 

Fig. 8. Examples of real-world attacks 

After iterative training, the recognition rate of the classification 

model with higher confidence is gradually decreasing, and the 

training results are shown in Table 5. 

Table. 5. Real-world attack analysis. 

Epochs 100 200 300 

Adversarial Samples 

   

Predicted (turn_right) 71. 73% 12. 79% 3. 269% 

 

The comparison of the generated adversarial samples is shown in 

Figure 9. The left and right are clean samples and adversarial samples 

generated by this method respectively. Visually, it seems that there is 

not much difference between the image and the adversarial sample. 

 

Fig. 9. Comparison of original images and adversarial examples 

5. Summary 

The safety and robustness of neural network models have received 

more and more attention, and model misjudgment caused by 

adversarial samples is an effective detection method. This paper has 

proposed the AdvGAN+ model, which uses a generative adversarial 

network to generate adversarial samples, getting rid of the 

dependence on gradient parameters. The adversarial samples 

generated by the small disturbance generated by the generator 
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improve the attack ability compared with the classic gradient-based 

methods. The attack and defense of adversarial samples is similar to 

the relationship between a spear and a shield. Only when a more 

aggressive attack method is developed can the defense method be 

developed.  

The migration of model-generated adversarial samples to other 

deep learning models is still a research difficulty. The existing 

adversarial attack methods can only target the target classification 

model. At the same time, for the adversarial samples generated by 

GAN, how to improve the robustness of the model during adversarial 

training is also worthwhile. The direction of continuing research. 
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