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 The automatic detection of pavement cracks plays a crucial role in road maintenance. However, existing detection 

methods often suffer from large model sizes and slow detection speeds, limiting their application in pavement crack 

detection systems. To address this, this paper proposes a pavement crack detection method based on an improved 

lightweight YOLOv8 model. First, the ShuffleNetV2 lightweight network is used to replace the C2f module in 

YOLOv8, improving the model's inference speed and thus meeting the requirements for real-time detection. 

Moreover, the Convolutional Block Attention Module (CBAM) is integrated to improve the model's ability to detect 

small cracks by enhancing focus on both channel and spatial features. Finally, the head structure of YOLOv8 is 

optimized to better handle challenges posed by complex pavement textures and variations in lighting conditions. 

The experimental results demonstrate that the size of the improved model is 3.8MB, representing a reduction of 

74%, 39%, and 34% compared to YOLOv5, YOLOv8, and YOLOv10, respectively. Additionally, the number of 

parameters in the model is reduced by 43% compared to the original YOLOv8 model, and this smaller parameter 

size significantly enhances the detection speed of the model. Overall, the model demonstrates significant advantages 

in crack detection speed and model size, highlighting its potential for practical applications. 
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1. Introduction 

Pavement cracks are a typical manifestation of early damage to 

roads, which not only affect driving comfort but also pose a 

significant threat to traffic safety. With the increase in traffic volume 

and the extended lifespan of roadways, the formation and 

propagation of cracks have gradually become a critical issue in road 

maintenance. Timely and accurate detection and assessment of 

pavement cracks are essential for formulating maintenance strategies, 

ensuring driving safety, and prolonging the service life of 

infrastructure. Traditional crack detection methods primarily rely on 

manual inspections, which are not only time-consuming and labor-

intensive but also susceptible to subjective biases. As a result, these 

methods fail to meet the efficiency and accuracy demands of modern 

road maintenance. 

To enhance the automation of crack detection, image processing-

based detection methods have garnered widespread attention in 

recent years (Kheradmandi et al., 2022; Yang et al., 2022). Traditional 

image processing techniques include edge detection, threshold 

segmentation, and morphological operations (Chen et al., 2022; Dai 

et al., 2020). These methods can recognize pavement cracks to some 

extent. However, due to the complex and variable nature of the 

pavement environment, challenges such as texture interference, 

uneven lighting, and diverse crack shapes often hinder the 

effectiveness of traditional approaches. Particularly when dealing 

with small or irregularly shaped cracks, the detection accuracy of 

these methods significantly decreases, leading to serious issues of 

missed detections and false detections. 

With the rapid development of deep learning technology, object 

detection methods based on Convolutional Neural Networks have 

gradually become a research hotspot in the field of image recognition 

(Dhillin et al., 2020; Sun et al., 2021). The YOLO (You Only Look 

Once) series of models, as a representative algorithm, is widely 

applied due to its real-time capabilities and efficiency (Jiang et al., 

2022; Diwan et al., 2023). The YOLO model approaches the object 

detection task as a regression problem, enabling the prediction of 

object locations and classes through a single forward pass. Wang and 

others proposed an improved YOLOv5 model that incorporates a 

Vision Transformer (ViT) module into the YOLOv5 architecture. 
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This model demonstrates high accuracy and speed in detecting 

vertical, horizontal, and fatigue cracks (Wang et ai., 2023). Xing and 

others built upon the YOLOv5 network framework by integrating a 

Swin Transformer structure and a Bidirectional Feature Pyramid 

Network (BiFPN) to enhance feature extraction capabilities. They 

achieved real-time pixel-level detection of pavement cracks (Xing et 

al., 2023). Zhou and others proposed integrating a squeeze excitation 

network into the YOLOv5s model and aligning the anchor points, 

calculated using the K-means clustering algorithm, closely with the 

fracture dataset, thereby improving the model's recall rate (Zhou et 

al., 2024). Hu et al. enhanced crack focus within the YOLOv5 

network framework by incorporating a weighted attention 

mechanism and optimized the training process using the Silu 

activation function and CIoU loss function. This approach effectively 

resolved the issues of blurred small cracks and incomplete 

information extraction from vehicle-mounted images (Hu et al., 

2024). Ma et al. proposed a novel end-to-end task-integrated 

convolutional neural network architecture, YOLO-Crack, which 

enables the simultaneous output of crack object detection and image 

segmentation results (Ma et al., 2023). 

Although many scholars have conducted extensive research and 

analysis on various types of pavement crack images, some advanced 

pavement detection algorithms often introduce complex network 

structures to improve detection accuracy. This, however, leads to 

increased computational resource demands and higher computational 

costs, ultimately affecting real-time performance. Large deep 

learning models typically consume significant memory and GPU 

resources, especially on mobile or embedded devices, where limited 

hardware resources can hinder real-time detection. Therefore, 

optimizing model size and reducing memory usage is a major 

challenge in achieving real-time detection. 

To address the aforementioned challenges, this paper presents a 

pavement crack detection method based on an improved YOLOv8 

model. In this approach, a lightweight network is employed to replace 

the C2f module in the original YOLOv8 model, reducing the model’s 

parameter count and computational complexity, thereby shortening 

inference time. The model is further enhanced by integrating a 

Convolutional Block Attention Module to improve its ability to focus 

on detailed crack features (Fu et al., 2021). By calculating channel 

and spatial attention in parallel, CBAM more effectively extracts key 

region features, enhancing the model's detection accuracy for fine 

cracks. Additionally, the head structure of YOLOv8 is optimized to 

better address challenges posed by complex pavement textures and 

lighting variations. Experiments on publicly available pavement 

crack datasets validate the superiority of the improved model in terms 

of detection speed and model size. 

2. Methods 

2.1 Framework of Pavement Crack Detection Algorithm Based on 

Improved YOLOv8 

Compared to previous versions, YOLOv8 introduces 

improvements in model architecture, loss functions, and training 

strategies, leading to enhanced detection accuracy and speed (Sohan 

et al., 2024). Its network structure can be divided into four main 

components: Backbone, Neck, Head, and Output. The Backbone is 

responsible for extracting multi-level features, typically through a 

convolutional neural network (CNN) that progressively 

downsamples the image to capture high-level semantic information. 

The Neck enhances features through multi-scale feature fusion ( FPN 

or PANet), improving the detection of small objects. The Head 

simultaneously performs object classification and localization, 

predicting bounding boxes and their confidence scores. This unified 

design, characteristic of the YOLO series, further boosts 

computational efficiency. The Output layer applies Non-Maximum 

Suppression (NMS) to eliminate redundant boxes, ultimately 

outputting the object locations and categories, optimizing the balance 

between detection accuracy and speed. 

However, as the complexity increases, the model's demand for 

hardware resources and training time also rises significantly, making 

it potentially unsuitable for all application scenarios. In addition, the 

original design of the model is primarily aimed at general object 

detection tasks, and it still has limitations in terms of detecting small 

objects and recognizing targets in complex backgrounds. To address 

these issues, this paper proposes an improved lightweight YOLOv8 

model, as illustrated in Figure 1. The model retains the framework 

structure of YOLOv8, consisting of the Input layer, Backbone, Neck, 

and Head. In the Backbone section, a Conv_maxpool module is 

employed to reduce the parameter count and computational cost of 

subsequent layers. Additionally, three ShuffleNetV2 basic modules 

are stacked to further enhance the lightweight performance of the 

model. Meanwhile, CBAM is introduced in the feature maps after 

multi-scale feature extraction at the fourth layer, to enhance attention 

to key information while suppressing irrelevant features and noise, 

thereby improving the discriminative ability of the features. 

Subsequently, the high-scale features are deeply extracted through 

three repeated ShuffleNetV2 modules. In the Head section, an 

additional detection head specifically designed for small objects has 

been incorporated, expanding the model's detection range and 

significantly improving its perception and detection accuracy for 

small targets. 

 

Fig. 1. Improved YOLOv8 network structure 
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2.2 ShuffleNetV2 lightweight 

As the network deepens, the number of channels in the feature 

maps increases significantly, which may lead to redundancy due to 

the presence of duplicated or similar information across different 

channels. To address this issue, ShuffleNetV2 introduces an efficient 

channel shuffle mechanism (Hao et al., 2022). By rearranging the 

channels of the feature maps after convolution, the channel shuffle 

ensures interaction between features from different groups, allowing 

each layer of the network to fully utilize the information from all 

channels while maintaining computational efficiency and reducing 

redundancy. 

This paper draws on the design principles of ShuffleNetV2 and 

proposes an improved structure to replace the C2f module in 

YOLOv8, aiming to achieve a lightweight design and improve 

computational efficiency. The architecture of ShuffleNetV2 is 

illustrated in Figure 2. At the beginning of the module, the input 

feature map is divided into two parts through Channel Split, where 

the two branches are designed with different structures according to 

the design guidelines. One of the branches remains unchanged and is 

passed directly, while the other branch consists of three convolutional 

layers, where the number of input and output channels is kept 

consistent. The principle of grouped convolution is to divide the input 

feature channels into multiple groups and perform convolution 

operations on each group independently, thereby reducing 

computational complexity. The computation formula for standard 

convolution is shown in Equation 1. 

Y W X=                      (1) 

where X represents the input feature map, W is the convolution kernel, 

and Y is the output feature map. After the convolution operation, the 

output feature maps from the two branches are concatenated to 

maintain the original number of channels. This process does not 

involve element-wise addition. The concatenated feature map 

undergoes a channel shuffle operation to ensure effective 

communication between the different branches. These modules are 

then repeatedly stacked to construct the entire ShuffleNetV2 network. 

By adhering to these design principles, ShuffleNetV2 demonstrates 

high efficiency in improving both computational performance and 

model accuracy. In this paper, the architecture of the YOLOv8 model 

is optimized by integrating the efficient computational modules of 

ShuffleNetV2, successfully achieving a lightweight design and 

significantly enhancing the model's runtime efficiency while 

maintaining accuracy. 

(a) Basic module                   (b) Downsampling module 

Fig. 2. ShuffleNetv2 structure diagram 

2.3 CBAM attention mechanism 

In YOLOv8, the backbone network employs a multi-scale 

feature fusion strategy, where features extracted from different layers 

(p3, p4, p5) are concatenated with features of the same scale in the 

detection head for further processing. While this fusion strategy 

effectively utilizes multi-scale feature information to enhance 

detection accuracy, direct concatenation as the number of channels 

increases can lead to redundancy. This, may cause the model to focus 

on irrelevant features, negatively impacting overall performance. 

To address this issue, this paper introduces the CBAM, whose 

structure is shown in Figure 3. CBAM adaptively assigns weights to 

both the channel and spatial dimensions of the feature map, 

effectively filtering out more critical features while suppressing 

irrelevant or redundant information. Specifically, CBAM first applies 

the Channel Attention Module (CAM) to globally weight each 

channel of the feature map. The corresponding formulas are shown 

in equations (2) and (3). 

1 0 1 0 max[ ( ) ( )]c avgM W W F W W F= +           (2) 

1 cF M F=                    (3) 

where σ represents the activation function, W1 is the matrix that 

restores the channel dimensions, and W0 denotes the dimensionality 

reduction matrix. Favg and Fmax refer to the aggregated information 

for each channel, obtained through average pooling and max pooling, 

respectively. Mc represents the attention weight for each channel. F 

is the input feature map, ʘ denotes element-wise multiplication, and 

F1 is the weighted feature map after applying attention. Next, the 

weighted features are fed into the spatial attention module, which 

assigns weights to each spatial location to measure the importance of 

different positions within the feature map. The mathematical 

formulation is shown in equation (4). This process allows the model 

to more effectively extract key information, thereby enhancing 

detection accuracy. 

2 1sF M F=
                  (4) 

where, Ms represents the spatial attention map, F2 denotes the 

result of applying spatial weighting to the input feature map. In 

this study, the CBAM is embedded after the fourth layer feature 

map (P4/16) in the multi-scale feature extraction process. The 

output feature map from this layer has undergone multiple 

downsampling operations, containing richer semantic 

information, and its channel count is 232. 

Fig. 3. CBAM structure diagram 

2.4 Small target detection head 

To enhance the multi-scale feature extraction capability of 

the model for pavement crack detection, this study optimized the 

head structure of YOLOv8 (Dai et al., 2021; Zhu et al., 2023). 

The original YOLOv8 head utilizes a Feature Pyramid Network 

(FPN) for multi-scale feature fusion, but it exhibits certain 

limitations when handling complex crack patterns. To better 
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capture crack features across different scales, the following 

improvements were made based on the original architecture. 

First, by introducing more refined up-sampling and down-

sampling operations between the P2, P3, P4, and P5 feature 

layers, this study achieves multi-level fusion of feature maps 

across different layers. Specifically, during each down-sampling 

stage, convolutional layers (Conv) are used to reduce the size of 

the feature maps, while the feature maps from the previous layer 

are concatenated (Concat) with those of the current layer, 

thereby enhancing feature representation. By incorporating the 

C2f module, the concatenated feature maps undergo further 

processing to enhance feature extraction capabilities. This 

module reinforces the model's ability to perceive details of 

cracks through repeated convolution operations. The improved 

detection head structure is illustrated in Figure 4. 

Fig. 4. Improved detection head structure 

Ultimately, the improved YOLOv8 head effectively integrates 

multi-scale information from P2, P3, P4, and P5, enabling the model 

to perform exceptionally well in detecting cracks of various sizes and 

shapes. This optimization strategy has led to a significant 

enhancement in the model's accuracy in crack detection tasks. 

3. Experimental Results and Analysis 

3.1 Datasets and experimental environment 

To validate the effectiveness of the crack detection algorithm 

proposed in this study, we selected a subset of pavement crack images 

from the CrackForest and SDNET2018 databases as the experimental 

dataset. To ensure sample balance, we extracted the training, 

validation, and test sets in a ratio of 7:2:1. The CrackForest dataset is 

a widely used standard dataset for pavement crack detection, 

providing high-quality image data for training and testing. This 

dataset contains 118 real-world road images, each with a resolution 

of 480 × 320 pixels, showcasing the distribution of cracks in various 

actual road scenarios. SDNET2018 is a large standard dataset 

designed for structural crack detection, created by the Structural 

Health Monitoring Research Team at the University at Buffalo. It 

focuses specifically on crack detection tasks related to materials such 

as concrete and brick walls. This dataset offers a substantial 

collection of high-resolution images, covering crack scenarios found 

in real-world construction materials. The hardware environment for 

this experiment utilizes the Ubuntu operating system based on Linux, 

paired with an NVIDIA GeForce RTX 4090 graphics card that has 24 

GB of VRAM. The software stack comprises PyTorch 2.3.0 and 

Python 3.11.9. The corresponding parameter settings are as follows: 

the number of epochs is set to 300, and the batch size is set to 8. 

3.2 Evaluation indicators 

In object detection tasks, evaluating a model's performance relies 

not only on its detection accuracy but also on various comprehensive 

metrics. To thoroughly assess the performance of the improved 

YOLOv8 model, this study introduces several commonly used 

performance indicators for quantitative evaluation. 

Firstly, precision (P) and recall (R) are fundamental metrics for 

measuring object detection performance, reflecting the model's 

accuracy and coverage in detecting targets, respectively. In practical 

applications, a model not only needs to achieve a high precision to 

avoid false positives but also requires a high recall to ensure that as 

many true targets as possible are detected. The calculation formulas 

for P and R are presented in Equations (5) and (6), respectively. 

TP
P

TP FP
=

+
                   (5) 

TP
R

TP FN
=

+
                   (6) 

Additionally, the F1-Score (F1) provides a comprehensive 

evaluation metric for the model's overall performance by balancing 

precision and recall. The calculation formula for the F1 is presented 

in Equation (7). To further evaluate the detection performance of the 

model, we employed the widely used Mean Average Precision (mAP). 

mAP represents the average precision and recall values across 

multiple IoU thresholds, providing a comprehensive assessment of 

the model's performance under varying detection difficulties. In this 

study, mAP@0.5 was utilized as the primary evaluation criterion, 

with a focus on analyzing the model's detection accuracy under 

different IoU requirements. The calculation formula for mAP is 

presented in Equation (8). 

1 2
PR

F
P R

= 
+

                   (7) 

1

1 N

i

i

mAP AP
N =

=                    (8) 

In practical applications, the detection speed and resource 

consumption of the model are equally important factors to consider. 

Therefore, this study also evaluated the model's inference time (T), 

number of parameters (N), FLOPs (F), and model size (S). These 

metrics provide insight into the model's efficiency and its suitability 

for deployment in real-time scenarios. Inference time determines the 

model's applicability in real-time detection tasks, while the number 

of parameters, FLOPs, and model size are closely related to the 

model's complexity and computational overhead. By conducting a 

comprehensive analysis of these metrics, we can provide a more 

objective evaluation of the adaptability and practicality of the 

improved YOLOv8 model in various scenarios. 

 

3.3 Pavement crack detection results 

In this study, we applied the improved YOLOv8 model for 

pavement crack detection tasks and evaluated its performance on the 

SDNET2018 dataset. As shown in Figure 5, a portion of the crack 

detection results are presented. In the visualized detection outcomes, 

the improved YOLOv8 model demonstrates enhanced accuracy in 

identifying various types of cracks, including longitudinal crack, 

transverse crack, block crack, and intersecting crack. Notably, in 

areas with complex backgrounds, the improved model shows a better 

capability to recognize crack boundaries, effectively reducing the 

occurrence of false positives and missed detections. 
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(a) longitudinal crack                (b) transverse crack 

(c) block crack                   (d) intersecting crack 

Fig. 4. Pavement crack detection results 

In addition, to quantitatively assess the detection accuracy of the 

proposed neural network, this study introduces P, R, F1, and mAP for 

validation. Table 1 summarizes the scores for various evaluation 

metrics of the proposed model. This study deals with a highly 

challenging dataset, which includes numerous small targets and 

complex backgrounds. Despite the difficulty of the task, the proposed 

model achieved an mAP@0.5 of 45%, a P of 43%, a R of 48%, and 

an F1 of 47% on the validation set, demonstrating its effectiveness in 

handling complex detection tasks. 

Tab. 1. Improve model scoring. 

Model P/% R/% F1/% mAP@0.5/% 

Proposed 43 48 47 45 

 

 

(a) Loss function curve          (b) Precision-Recall curve 

Fig. 4. Model training curve 

Figure 6 presents the model's loss function curve and the Precision-

Recall curve. As shown in Figure 6(a), the loss gradually decreases 

during the training process, indicating that the model is converging. 

Meanwhile, Figure 6(b) illustrates the Precision-Recall curve, which 

reflects the trade-off between precision and recall at different 

confidence thresholds. As recall increases, precision gradually 

decreases, demonstrating the inverse relationship between these two 

metrics. In the high-recall region, the precision of the model 

decreases, indicating an increase in false positives as more targets are 

detected. However, in the lower-recall region, the model maintains a 

higher precision, suggesting that the detection results are more 

accurate when the model operates at higher confidence levels. This 

trade-off reflects the model's ability to balance between detecting 

more instances and minimizing false detections.  

3.4 Comparison of model training results 

To validate the performance improvement of the lightweight 

YOLOv8 model in crack detection tasks, this section conducts a 

series of comparative experiments. The primary objective of these 

experiments is to assess how the model achieves significant 

optimization in terms of the number of parameters, inference speed, 

computational complexity, and model size while maintaining 

detection accuracy. By comparing with the original YOLOv8 and 

other mainstream detection models, we can comprehensively assess 

the practicality of the improved model (Jocher et al., 2022; Wang et 

al., 2024). 

Table 2 presents a comparison of various parameters between the 

proposed improved YOLOv8 model and other detection models. It 

can be observed that the parameter count of the proposed model is 

1.7, while the parameter counts of the compared mainstream models, 

YOLOv5, YOLOv8, and YOLOv10, are 7.0, 3.0, and 2.7, 

respectively. The parameter count of the proposed model is 

significantly lower than that of these models. Thanks to the reduced 

parameter count, the proposed model demonstrates a faster 

processing speed during inference, achieving 0.4 ms. In contrast, 

other models exhibit slower inference speeds, with the slowest being 

1.3 ms. This advantage makes the proposed model more suitable for 

resource-constrained environments. 

The proposed improved model in this study has undergone a 

lightweight optimization in terms of parameter and architecture 

design, resulting in a model size of 3.8 MB. In comparison, other 

deep learning models range from a maximum size of 14.4 MB to a 

minimum size of 5.8 MB, representing reductions of 74% and 34%, 

respectively. This decrease in model size not only enhances 

deployment efficiency but also alleviates storage pressure on edge 

devices or embedded systems. Furthermore, this model has a FLOPs 

value of 9.1 G, which represents a 30% reduction in computational 

complexity compared to YOLOv5, which has a FLOPs of 15.8 G. In 

summary, the proposed model demonstrates significant advantages in 

terms of speed, computational resources, model parameter count, and 

model size. The model is not only suitable for large-scale pavement 

crack monitoring tasks but also exhibits outstanding potential in real-

time performance, lightweight deployment, and adaptability across 

multiple scenarios, providing a reliable, fast, and efficient solution 

for crack detection in practical applications. 

Tab. 2. Comparison of model parameters 

Model N/M S/MB T/ms F/G 

YOLOv5 7.0 14.4 1.3 15.8 

YOLOv8 3.0 6.2 0.9 8.1 

YOLOv10 2.7 5.8 0.3 8.2 

Proposed 1.7 3.8 0.4 9.1 

4. Summary 

This paper addresses the need for real-time detection of pavement 

cracks on highways by proposing a detection method based on an 

improved YOLOv8 model, effectively overcoming the limitations of 

existing technologies concerning model size and detection speed. By 

incorporating a lightweight network to replace the C2f module in 

YOLOv8, the inference speed is significantly enhanced, enabling 



Z. Liu et al. / IJAMCE 7 (2024) 171-176 

 

real-time detection capabilities. Furthermore, the integration of the 

Convolutional Block Attention Module improves the model's ability 

to recognize fine cracks in complex scenarios. Optimizations to the 

YOLOv8 head structure further enhance the model's adaptability and 

robustness under challenging pavement conditions. Experimental 

results demonstrate that the improved model achieves comprehensive 

advancements in speed, parameter count, and model size while 

maintaining detection accuracy, thereby validating its potential and 

practicality for automatic pavement crack detection. This research 

provides a new technological pathway for the future of intelligent 

road maintenance. 
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